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1. ACP 200, MARITIME TACTICAL WIDE AREA NETWORKING (MTWAN), 
is an unclassified publication. 

2. ACP 200 will be effective for the Combined Communications Electronics Board 
(CCEB) nations use as per Combined Agreement COMAG dated __________ 
issued by the Chairman of the Washington Staff (WS) of the CCEB. 

3. The success of the Maritime Tactical Wide Area Network (MTWAN) is directly 
related to the level of endorsement by Command.  Strong leadership in networked 
information sharing will result in a substantial increase in the war-fighter’s 
capability.  This publication provides guidance for the design, implementation and 
operation of that knowledge environment. 
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Chapter 1 
INTRODUCTION 

101 OVERVIEW 

a. A maritime mobile environment imposes unique limitations in terms of 
sharing information between maritime air, sea and embarked marine forces 
from different nations. A Maritime Tactical Wide Area Network (MTWAN) 
is an affordable IP based network developed to promote the effective and 
efficient sharing of information within this environment. 

b. A MTWAN can operate as a standalone network in the tactical environment. 
However, to support maritime information requirements it is most effective if 
the network is integrated into other operational and strategic networks. This 
then provides the tactical user with access to information that was previously 
unobtainable but is required to enable effective decision making in today’s 
maritime environment. 

102 BACKGROUND 
a. Due to the increased requirement for naval forces to operate in a coalition 

environment, operational commanders mandated the requirement to provide 
them with a “force multiplier” through the extension of IP based networking 
to sea.  This would improve C4 effectiveness and enhance information 
exchange within joint and combined forces, across the spectrum of maritime 
operations (which includes amphibious and maritime air operations), by 
improving interoperability.  This was initially achieved through the transfer 
of medium size data streams through strategic satellite bearers.  However, the 
end goal of an efficient maritime mobile tactical WAN is the ability for 
Multi-national Naval Task Group (MNTG) units with varying 
communications capabilities to operate in a low bandwidth environment 
without the reliance on SATCOM.  This will improve intra Task Force/Task 
Group information exchange, reduce unit reliance on SATCOM, support 
units that are not SATCOM capable and enable the efficient employment of 
communications assets (ie equipment and frequencies).  

 
b. The most practical approach to achieving the goal of an IP based network at 

sea was to “build a little, test a little” using already programmed exercises 
and demonstrations, real world operations, bilateral/multilateral operations 
and trials, test beds, and the Combined Federated Battle Laboratory Network 
(CFBLNet).  This allowed for the development, trial, and refinement of 
Concepts of Operation (CONOPS) and Standard Operating Procedures 
(SOPS).  It also facilitated the re-configuration or refinement of various 
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aspects of technical architectures and operational procedures found to be 
incompatible or inefficient during demonstrations. 

 
c. The initial aspects of a multi-national maritime WAN were demonstrated by 

AUSCANNZUKUS in JWID 97.  This architecture was built on through the 
fielding of the RIMPAC 98 WAN.  The AUSCANNZUKUS networking 
initiative with the influence of NATO C3 Agency representatives continued 
to evolve through R and D efforts while the US commenced fielding the 
closely aligned COWAN capability. 

 
d. In 1997 AUSCANNZUKUS was mandated to demonstrate and field a robust 

Maritime Tactical Wide Area Network (MTWAN).  The documentation 
required to establish, operate and maintain this network resulted in the 
development and promulgation of this ACP. The network architectures, 
policies and procedures described herein closely align with those used in 
COWAN and NATO.  While not a stand alone document, ACP 200 can be 
used as the principal reference for Multi-national Maritime IP Networking. 

103 AIM 

The aim of this publication is to provide guidance for the design, implementation, and 
operation of a MTWAN. 

104 CAPABILITY 

a. A MTWAN is an important step towards a full network centric environment. 
Figure 1-1 illustrates information exchange domains within the tactical 
environment. A MTWAN enables full information exchange within the 
planning and coordination domains and has linkages to the support and real 
time tactical information exchange domains.  

b. Figure 1-1 represents a network approach vice the current ‘stovepipe’ 
approach. This provides a more effective and efficient employment of finite 
C4 resources and facilitates timely information flow between disparate C4 
users 
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Figure 1-1: - Maritime Network Domains of Interest 
 

105 APPLICABILITY 

This publication is applicable to the operators and technicians who are responsible for the 
establishment, operations and maintenance of a Wide Area Network in a mobile tactical 
environment. This publication is designed for use in conjunction with other operational 
documents.  

106 DOCUMENT STRUCTURE 

Figures 1-2 and 1-3 describe the detailed document structure of the publication. Part 1 
(indicated in yellow in Figure 1-2) is focussed towards the operators. It addresses the 
information infrastructure (the ‘infostructure’) and associated front-end application.  For 
the most part, the information in Part 1 is of a general nature, which sets the framework 
for information transfer over a tactical WAN and highlights important issues for 
consideration. Part 2 (indicated in green in Figure 1-2) describes the technical 
infrastructure. These chapters are descriptive in content while the annexes, which 
comprise SOPs, and Technical Operating Instructions (TOIs) are prescriptive in the 
detail.  
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107 CONCLUSION 

A MTWAN provides an affordable, scalable high-level interoperability solution that can 
be integrated into existing and future national, combined, joint, allied, and coalition 
networks to support the tactical user.  A MTWAN is a valuable system that enhances a 
Commander’s ability to fight and win at sea. 
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Chapter 2 
MARITIME TACTICAL WAN CONCEPT OF OPERATIONS 

201 INTRODUCTION 

Maritime units generally operate as a force whether as a part of a Task Force, Battle 
Group or Task Group.  A MTWAN is designed to facilitate information sharing within 
this force structure, exploiting the benefits of IP technology.  This chapter details the 
operational user requirements for information transfer, and documents the functional and 
systems views. 

202 AIM 

This chapter will provide the requirement and a CONOPS for the establishment and 
operation of a MTWAN.  

203 OVERVIEW 

A MTWAN is based on the following principles: 

• An IP based network is the most efficient and effective method for 
transferring planning information within a force. 

• Information transfer will take place in a peer-to-peer Secret-High network.  
• Connections into/from other networks of a different security domain will be 

via approved border protection devices. 
• Ship-to-ship and ship-shore information transfers will be via a variety of 

strategic and tactical communications (subnets). 

204 SYSTEM OBJECTIVES 

A MTWAN must provide authorities at all levels and functions with timely and adequate 
data and information to plan, direct and control their activities, including operations, 
intelligence, logistics, personnel, and administration.  Specific objectives include: 

• Collaboration and Unity of Effort.   
• Exploitation of Total Force Capabilities. 
• Proper Positioning of Critical Information. 
• Information Fusion. 

205 OPERATIONAL REQUIREMENTS 

a. Generically, the two types of information used by the tactical user are Action 
and Planning information.  Action information requires immediate action such 
as to attack the enemy or avoid attack from the enemy.  Action information is 
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therefore extremely time sensitive and is often unique to each individual and 
platform within the battlespace.  Planning information is used as a basis for 
determining future action and is generally not so time sensitive.  This 
information is common to planners and decision-makers throughout the 
battlespace and is normally stored in databases, web pages or files. 

b. Both types of information are valuable commodities.  The extent of their value 
is determined by the characteristics represented in Figure 2-1.  This can be 
further distilled to describe information in terms of the quality of information 
or its richness (ie the content, accuracy, timeliness and relevance of the 
information etc), and the degree to which it can be shared or its reach.  The 
operational requirement for a MTWAN is to improve the richness and reach 
of planning information across the spectrum of maritime operations (which 
includes amphibious and maritime air operations).  

Value

Timeliness

Integrity

Availability
to user

Relevance

Availability
to others

Consistency
Clarity

Accuracy

 
Figure 2-1: Determinants of Information Value 

 

c. Regardless whether it is planning or action information, a fundamental precept 
of the MTWAN is the requirement for Information Management which is 
designed to promote the collection, collation, storage, processing and display 
of information enabling Commanders to gain superior knowledge, thus 
allowing them to make faster and more informed decisions in order to 
successfully complete their mission.   

206 FUNCTIONAL CAPABILITY 

a. Allied maritime forces have traditionally employed “stovepipe” 
communications systems to support information exchange requirements.  
While stovepipe systems can be individually effective, collectively they are 
equipment intensive, do not enable the efficient use of bandwidth or data 



UNCLASSIFIED 
ACP 200 

2- 3 
UNCLASSIFIED 

throughput and require use of military specific equipment and applications.  In 
contrast, IP based networks allow the convergence of many types of data onto 
a single network.  This simplifies network management, and enables efficient 
use of communication bearers, COTS applications and network equipment.  
An IP Network allows information to be presented to the warfighter in a 
variety of forms.  

b. A peer-to-peer secure network established at a secret high level enables the 
timely and efficient exchange of data (voice, video, e-mail, chat, web-services 
etc).  A single security domain at the secret high level opposed to multiple 
security domains reduces the network resources, costs and complexity.  

c. The ability to exchange information between other networks and the tactical 
WAN through approved border protections devices enable information flows 
between National and Allied domains of different security levels.  Approved 
border protection devices may include physical separation (air gaps) policies, 
approved security guards and firewalls.  

d. The network should support the following information types and applications 
while making the most efficient use of available communication capabilities: 

• Text messaging, 
• E-mail, 
• Video, 
• ATO and other large message files, 
• Imagery including maps and graphics, 
• Meteorological and Oceanographic data, 
• Indications and Warning, 
• Targeting Environment, 
• Intelligence, 
• Common Operational Picture, 
• Collaborative planning data, 
• Web Browsing, and 
• Voice. 

e. The large volume of information capable of being exchanged over a tactical 
WAN necessitates the use of robust and efficient network protocols.  Where 
appropriate and practical, multicast (one-to-many) transport protocols are 
used. 

f. When data types (Voice, Video, e-mail, web and chat) are converged onto a 
single network, the requirement for prioritisation becomes an important 
consideration to ensure that time sensitive information is delivered before less 
urgent traffic.   For example, Indications and Warnings information needs to 
be received ahead of admin traffic.  Current networks do not discriminate 
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between information content but can be manipulated to control data streams.  
Therefore, information, network and communications management techniques 
must be applied to ensure that the Commanders priorities for information 
delivery are met. 

g. To accommodate the disparate communications capabilities of maritime 
platforms, it is essential that information exchange within a force can be 
achieved by a variety of communications bearers.  Figure 2-2 illustrates the 
communication bearers available to transfer information within a network e.g.  
commercial satellite communications (INMARSAT B), military ship-to-ship 
satellite nets (UHF SATCOM, SHF SATCOM), HF extended and beyond line 
of sight (HF ELOS/BLOS) and UHF line of sight (UHF LOS). 

UHF/SHF/EHF
MILSATCOM

(US and Allied
Assets)

INMARSAT
and other

Commercial
Satellites

VHF/UHF LOS
and

HF ELOS/BLOS

FIXED LANDLINE
TO JETTY

(Use Alongside)

NOC
Commercial

Satellite Ground
Station

NOC = Network Operations Centre
 

Figure 2-2: - MTWAN High Level Networking Concept 
h. Currently IP connectivity between maritime units is achieved by ship to shore 

point to point satellite communications links.  The Tactical WAN seeks to 
provide a seamless architecture between multiple maritime units networked 
with differing communications capabilities.  Key to this will be a LOS 
relaying capability called Sub Net Relay(SNR) which is under development. 

207 MTWAN SYSTEM DESCRIPTION 

a. System Architecture.  A MTWAN architecture is driven by the constraints of 
the standard IP routing protocols used to achieve the operational connectivity.  
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Routing will be accomplished using Open Shortest Path First (OSPF) and 
Protocol Independent Multicast (PIM) for interior-domain routing, and Border 
Gateway Protocol (BGP4) for exterior-domain routing.  The result is that the 
network will be divided into Autonomous Systems (AS) and areas within an 
AS, as shown in Figure 2-3.  The areas within an AS are connected by 
backbone subnets.  All routing information is hidden within an AS and only 
reachable destinations are advertised between the AS. 
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Figure 2-3: - Routing Domain Architecture 

b. MTWAN Topology.  The architecture, translated to military network 
operations, is shown in Figure 2-4.  Each MTWAN AS is a collection of allied 
units (a unit is defined as an area) and ultimately a shore communication 
station all connected by a collection of backbone subnets.  Each shore 
communication station will have a router dedicated to each MTWAN AS, 
shown as a building within the MTWAN AS.  The MTWAN will operate via 
connection to an allied WAN.  National systems may be connected to the 
allied WAN via security guards implemented as Boundary Protection Devices 
(BPDs).  If no approved BPDs are available, information will be provided to 
the MTWAN via established national releasability procedures and channels as 
required.  The MTWAN can be established and operated independent of other 
WANs.  The shore station is the gateway into an allied backbone WAN, 
which is basically a network service provider much like the Internet.  Multiple 
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national shore stations and MTWAN systems can be included as operationally 
required.  Other WANs, which participate in the coalition operations, are 
shown attached to the allied WAN.  A separate AS within the MTWAN 
supports the Multinational Marine Force (MMF). 

ALLIED BACKBONE WAN

OTHER 
WAN

OTHER 
WAN

 

Figure 2-4: - MTWAN Topology 

c. Evolution .  A MTWAN architecture can be expected to evolve as technology 
matures.  This is particularly pertinent to security and the impact of various 
national security policies upon the development of the architecture.  Currently, 
security policy within AUSCANNZUKUS nations requires a physical 
separation (i.e. air gap) between national and allied network enclaves in 
mobile platforms.  As BPDs and multilevel security systems become available 
to nations, policy regarding interconnections between national and allied 
networks should allow for more efficient use of communication resources to 
support both allied and national connectivity.  Until then, nations will have to 
support separate networks for each security domain. 
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208 MTWAN DEPLOYMENT 
Regardless of the restrictions noted above, the networking concepts discussed in this 
publication assumes nations are developing and deploying systems compatible with these 
capabilities.  Until all nations are fully outfitted with the nodes and subnets required to 
support this concept of integrated networking, there are likely to be situations where 
nations will participate under limited conditions.  For instance, a unit joining a Multi-
national Task Group may only have the capability to support a single HF point-to-point 
subnet with email capability.  In fact, it is likely in the near term that a MTWAN would 
be made up of a combination of stand-alone point-to-point circuits and subnets tied 
together by nodes using common routing protocols.  The integration of networking nodes 
tied together by multiple subnets into Autonomous Systems (AS) is the target architecture 
described in this publication.  
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Chapter 3 
INFORMATION MANAGEMENT (IM) 

301 INTRODUCTION 

Advances in military communications and information systems (IS) provide information 
and data faster and more efficiently than at any time in the past.  However, these new 
capabilities are challenging the ability of military commanders to assimilate an 
ever-increasing flow of information, without becoming overloaded.  More information 
delivered faster and more efficiently is only worth the extensive intellectual and funding 
effort if the information presented enables faster and better decisions. 

302 AIM 
The aim of this Chapter is to promote the efficient collection, collation, storage, 
processing and display of information to enable faster and more informed decision 
making in order to successfully complete the mission. 

303 OVERVIEW 

a. Definition.  IM is a set of integrated management processes and services, that 
enable or allow the capability for collectors, producers and users to store, 
locate, retrieve and transfer the right information, in the right form and of 
adequate quality, by the most timely, effective and efficient means in a 
manner consistent with the Commander's mission. 

b. The IM Environment.  Data is only as important as the context within which 
it is used and the expertise of the individuals using it. It is the application of 
standards, procedures, policies and training (processing), that turns data into 
information which, when placed within a context and compared with 
historical information (cognition), leads to knowledge. This, in turn leads to 
improved situational awareness, allowing an assessment to be made resulting 
in understanding and an informed decision. This hierarchy is summarised in 
Figure 3-1. 
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Figure 3-1: - IM Hierarchy 
c. Command and Control (C2) Decision Cycle.  The C2 decision cycle is often 
described as a series of sequential steps similar to Figure 3-2. The cycle begins with the 
collection of information on the current military situation followed by evaluation of this 
information. A number of Courses of Action (CoA) will then be developed from this 
situational awareness. One or more of these CoAs will be expanded to become a plan (or 
series of plans) that may then be executed. On completion, the situation is summarized, 
reassessed and modified before the cycle begins again. The challenge for information 
managers is to co-ordinate and synchronise these cycles so that the decision cycle time is 
minimal.  

 

Figure 3-2: - C2 Decision Cycle 
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d. Information Requirements.  Users require different degrees of 
completeness, relevance and exactness of information. Unfortunately, there is 
often a trade off between completeness and relevance.  Highly specific 
inquiries require a high degree of relevance.  General inquiries require a high 
level of completeness.  Therefore in order to maximize effectiveness for any 
given situation or mission, there may be no single solution.  Solutions must 
effectively exploit: 

(1) Filtering.  The use of appropriately skilled staff or technology to remove 
unwanted information according to predetermined criteria set by the end-
user. 

(2) Brokering.  The provision of an intermediary between the end-user and 
the wider community of potential sources of information so that 
information is collated and customised according to the user’s needs.  

(3) Searching and artificial intelligence.  The use of  search engines and 
smart agents to facilitate the location, acquisition and retrieval or 
automatic forwarding of relevant information from multiple sources. 

e. Information Flow.  IM procedures must provide instructions for the rapid 
flow of information between subordinate and superior commands (vertical) as 
well as between peers across the command structure (horizontal).  Effective 
flow of information requires it to be: 

(1) Positioned Properly.  The needs for specific types of information are 
often predictable.  Positioning the required information at the anticipated 
points where it will be needed speeds the flow and reduces overall 
demands on communication systems and bearers.  

(2) Mobile.  The reliable and secure flow of information must be 
commensurate with the mobility and the tempo of the operation(s). 
Information flow must immediately adjust to support the vertical and 
horizontal information flows of the planning system. 

(3) Accessible.  All levels of command must be able to access / receive the 
information needed to support concurrent or parallel planning and mission 
execution.  If possible, information should be channelled to the end-user 
via automated means, thus reducing the need for manual information 
exchange. 

(4) Fused.  Users receive information from many sources, in many mediums, 
and in different formats.  Fusion is the logical blending of information 
from multiple sources into an accurate, concise, and complete summary. 
One of the goals of IM is to reduce information and information flow to a 
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minimum, commensurate with the successful completion of the mission. 

f. Push / Pull   

(1) Push.  Information, necessary for decision-making is directed (or forced) 
from the originator to the recipient(s).  It should be noted that this action 
can usually be achieved even during radio silence or EMCON restrictions. 

(2) Pull.  Information necessary for decision-making is obtained (or 
requested) by the user.  It should be noted that this action requires two-
way communications and is not achievable during radio silence or 
EMCON restrictions. 

g. Information Composition.  The composition of information (whether it is 
obtained through push or pull) will be influenced by: 

(1) The level of the user’s and sender’s situational awareness, 

(2) The communications system and/or bearer(s) to be employed (i.e. reliance 
on an asynchronous system such as one that may be required during 
EMCON restrictions will dictate push), 

(3) The time available to acquire and process the information, and  

(4) The criticality of the information. 

304 IM IMPEDIMENTS 

a. There are four main IM impediments or issues facing a Commander: 

(1) Information Overload.  Information overload is where the amount of 
information received exceeds the ability of users to process it.  
Information overload can occur through the introduction of ambiguous, 
duplicate, irrelevant or outdated information.  It can also occur when 
information preparation such as tailoring and fusion has failed to meet the 
operational requirement. This can devalue the IM processes and decreases 
situational awareness.    

(2) Information Accessibility.  Information should be accessible regardless 
of its location, timeliness, and ownership. 

(3) Information Management Infrastructure (IMI) training.  IM training 
is required to standardise procedures and human-machine interfaces to 
reduce inconsistencies. 
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(4) Infrastructure Availability.  The IMI must remain dynamic with 
sufficient capacity to meet peak demands during the execution of a 
mission. 

305 IM PRINCIPLES 

a. The application of key IM principles to all operational and business processes 
is necessary in order to achieve improvements to the management of 
information.  Best practice must be mandated through management that has a 
thorough understanding of these processes and a firm commitment to the 
following principles. 

(1) Relevance.  Information products and information delivery processes 
must satisfy the warfighter requirements.  Information should be provided 
in form and content relevant to the needs of the user. 

(2) Effectiveness.  The information should be of sufficient value that it 
influences the plan or mission. 

(3) Efficiency.  The information should only be captured once and updated as 
necessary. 

(4) Accessibility.  Information should be available to all people that have a 
legitimate need to know, subject to justifiable operational and 
confidentiality considerations.  

(5) Accountability.  Ownership, responsibility and accountability, or level of 
trust if not owned, for information and information management should be 
clearly defined. 

(6) Assurance.  Information should be managed to ensure its integrity is 
maintained, because the value of information is diminished if 
compromised.  This is clearly linked to stewardship, accountability and 
confidentiality. 

(7) Flexibility.  Information should provide the ability to enable and facilitate 
operational and administrative changes in support of the mission. 

(8) Presentation.  Information must be presented to decision makers in a way 
that can be easily and quickly understood so that the right decision is 
based on an accurate grasp of the data presented.  This requires clear, 
uncluttered presentation in the most appropriate medium to enable 
decision makers to convert information into knowledge. 



UNCLASSIFIED 
ACP 200 

3-6 
UNCLASSIFIED 

(9) Timeliness.  It is rarely worthwhile if the information is out of date or 
reaches the decision maker after the decision has been made.  Most 
information has a time after which its value is negligible.  Information is a 
very perishable commodity. 

(10) Consistency.  Information should have the same meaning wherever it is 
used in terms of value, eg distance could be in miles, nautical miles, 
kilometres etc.  To remain consistent it must be used with a common 
understanding by all decision makers. 

306 INFORMATION DISSEMINATION MANAGEMENT (IDM)  

a. IDM is a subset of IM that addresses information awareness, information 
access and delivery. In essence it directs the end-to-end information flows in 
accordance with the Command’s dissemination policy. It involves the 
compilation, cataloguing, caching, distribution and retrieval of data (Figure 3-
3). 
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Figure 3-3: - IDM 

b. Effective information dissemination management is essential in providing the 
right information to the right place at the right time over the right 
communications path. 

c. Commander's Intent.  Commanders have an important role in the 
development of their Information Dissemination Plan (IDP).  Commanders 
will typically adjust information delivery priorities based on operational 
conditions and communications availability. The current priorities and any 



UNCLASSIFIED 
ACP 200 

3-7 
UNCLASSIFIED 

subsequent changes should be promulgated in the IDP.  The IDP may include 
the promulgation of authoritative data sources, required reports and 
submissions, unique characteristics of the information architecture, push / pull 
guidelines and procedures to be followed. 

d. Battle Rhythm.  Information requirements are often predictable. 
Consequently, it is often possible to position information at its anticipated 
points of need, thus speeding information flow and reducing demands on 
communications systems. This requires an appreciation of the Battle Rhythm / 
Daily Operations Cycle and should be reflected in the IDP. 
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INFORMATION MANAGEMENT SOP 

3A01. INTRODUCTION 

a. Information is power, and information superiority is essential for successful mission 
completion.  The ability to provide the right information in a timely and efficient way is 
not always straightforward or obvious and requires planners to have a good knowledge of 
the IM infrastructure, as well as a thorough understanding of operations.  An efficient 
information management system requires all users to work in cooperation, have a good 
understanding of the procedures and an appreciation of the information requirements of 
the mission as a whole. 

3A02. AIM 

a. The aim of this Annex is to establish IM standards and procedures to ensure that the right 
amount of the right information is available at the right time in the right place and in the 
right format. 

3A03. GUIDELINES 

a. Information should only to be captured once and updated as necessary.  All data should be 
routinely checked to ensure accuracy, integrity, relevance and timeliness.  Redundant, 
duplicate or irrelevant information should be eliminated.  Out-of-date data should be 
archived.. 

b. Information is to be provided at a level consistent with the task for which it is intended.  
Tailoring is to be carried out. 

c. Data definition is to be consistent within a single information domain. 

d. Where information is considered to form part of an official record, additional steps are to 
be taken to ensure all changes can be tracked (for example, a document could be backed 
up before changes so that copies of all old versions are available). 

e. Information system managers are to ensure that disaster recovery plans exist, are 
effective, and are periodically tested. 

f. Information is to be gathered and maintained in compliance with relevant legal, security 
and data protection obligations. 

g. Ownership of information will not change throughout its life cycle; ownership, or the 
authority under which information is published, is to be clear and unambiguous at all 
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times. 

h. Where information is incomplete, this should be highlighted. 

 

3A04. SECURITY 
a. Users who have an appropriate security clearance and a valid need to know will be 

provided access to information. 

b. Information is to be given the appropriate level of protection against unauthorized access 
and/or manipulation. 

c. Information is to be labeled according to the classification and releasibility level assigned 
by the originator.Labeling is to be consistent with the data labeling policy agreed between 
nations and implemented across a MTWAN. 

 

3A05. INFORMATION DISSEMINATION PLAN (IDP) 

a. To help ensure information is available when and where required an IDM plan that is 
reflective of the daily operations cycle is prudent. This cycle is synonymous with “battle 
rhythm” and is represented in Figure 3-A-1. All units and supporting agencies should be 
cognisant  of the daily operations cycle.  
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Figure 3-A-1: - Sample Daily Operations Cycle 
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b. An understanding of peak bandwidth and information usage requirements will assist in 
the assignment of communications bearers and management of information flow. In the 
sample daily operations cycle provided in Figure 3-A-1, ships may have to assign higher 
data rate bearers during the peak times. Low priority traffic (admin and personal or QoS 
requirements) should also be timed for quieter periods. 

c. An Information Dissemination Plan (IDP), such as Table 3-A-1, can help to regulate the 
flow of information and assist operators in storing and locating information. Additionally, 
authoritative information sources, information awareness, information access and delivery 
and support requirements become more readily apparent to the user community. 

d. The matrix may reflect the following information: 

(1) Report Type. Report title or type of information provided. 

(2) Submitted By. The unit or agency normally responsible for submitting the 
report. 

(3) As of Time. Close out time for recurring reports, not applicable (N/A) for 
nonrecurring reports. 

(4) Posted NLT. Time to post the report for review. 

(5) Where Posted. The discussion group or web page location to post the 
report. 

(6) Notify. Who should be notified after posting a report. Normally not 
required for recurring reports. 

(7) Notification. The preferred method of notifying users following posting. 

(8) Precedence. The precedence to use when notifying the report is available 
(not applicable to some notification methods). 

(9) Push / Pull Guidelines.  Implicit in the development of the IDP is the 
consideration of what information should be pushed and pulled. Generally, 
the following push / pull guidelines should be considered: 

(a) Timeliness of the chosen medium 

(b) Type of information to be passed.  Urgent information should not 
be published under Pull guidelines unless notification is sent to all 
recipients via a secondary method. 
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(c) Awareness of information: 

i. Is the information expected? 

ii. Can notification of the information be sent by direct means? 

(d) Do security implications preclude wider access? 

 
 

Report Title Submitted 
by 

Submit 
As Of 

Arrive 
NLT 

Transmission 
Type 

Precedence Addressee Info To 

OPTASK 
Unit 

All units 1200 1500 E-mail Priority CTG  As 
required 

Casualty 
Spot Report 

All units As 
required 

As 
required 

E-mail Priority CTG  As 
required 

Intel RFI        
Comm Spot All units As 

required 
As 
required 

E-mail Priority NRS XXX 
CTG  

As 
required 

ROE Intel As 
required 

As 
required 

Web site 
(Intel folder) 

Priority CTG  
CTU  

CTF  

ATO Air Wing 
CMDR 

1200 1500 Web site 
(Strike Ops/ 
ATO/ Air Plan 
folder) 

Immediate All   

OPORDERS Originator As 
required 

As 
required 

Web site 
(operations 
folder) 

Routine As 
required 

As 
required 

OPGEN CTG As 
required 

As 
required 

Web Site 
(OPTASK 
folder) 

Routine CTU As 
required 

OPTASK Warfare 
Commander 

As 
required 

As 
required 

Web Site 
(OPTASK 
folder) 

Routine CTG 
CTU 

As 
required 

Wx 
Observation 

MET 
Guard 

1200 
2359 

1300 
0100 

Email  
(Action) 
Web Site 
(METOC 
folder) for info 
addressee 

Priority 
(action) 
Routine 
(info) 

MHQAUST CTG 
CTU 

Table 3-A-1: - Information Dissemination Plan (IDP) 
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OPTASK KNOWLEDGE MANAGEMENT (KM) 

A. OVERVIEW 

Al. Purpose 
The purpose of this OPTASK is to list dynamic KM issues pertinent to IP networking in 
the maritime environment. This OPTASK supplements SOPs, relative publications and 
other OPTASK messages (OPTASK COMMS and OPTASK NETWORK). 

A2. Objectives 
A2.1 Timely and accurate delivery of the right information to the right persons 
A2.2 Standardise KM requirements for joint, combined and geographically 

dispersed forces 
A2.3 Optimised bandwidth management 
A2.4 Optimised network management 

B. ADMINISTRATION 

B1. Scope 
Stipulate operation and effective period. 

B2. File Size 
Stipulate the maximum permissible file size. This should not exceed 2 Mbytes. 

B3. Attachment Policy 
All attachments are to be scanned for viruses prior to transmission. Stipulate policy for 
transfer of attachments to national domains. ie. Email with attachment(s) from the 
MTWAN to the SIPRNET is not permitted but email with attachment(s) to other 
MTWAN may be permitted. 

Files with attachments can be transmitted between the MTWAN and other domains as 
listed below:  

Intra-MTWAN  - Yes 
COWAN A  - Yes 
COWAN C  - No 
JCSS (Au)  - Yes 
MCOIN (Ca) - Yes 
SIPRNET (US)  - No 

B4. Archival policy 
Stipulate the length of time that records are to be retained. This would normally be until 
the end of the exercise / operation. Archival policy IAW national rules. 
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B5. Special caveats 
List any unique labelling and/or caveats. Messages not bearing the necessary 
classification and caveats will not be transmitted through the Secure Mail Guard (SMG). 

REL: AU/CA/NZ/UK/US  
REL: RIMPAC 
 

 
 

 
B6. Minimise procedures 
The purpose of minimise is to limit or curtail the transmission of routine administrative 
data in order that information essential to the current operation / emergency / exercise can 
be transferred.   

Minimise affects all users of the network and will be imposed by a high level authority. 

This message should indicate the level of minimise required being cognisant of the nature 
of the emergency versus the network requirements. An example is: minimise in force for 
OPERATION XXXX. Attachments to be limited to 50 Kb. 

B6.1. Keyword 
Minimise may be enforced through the use of automated word search. 
Only messages with the nominated keyword would be passed through 
SMG or server. A keyword may be an exercise or operation title or 
“minimise considered”. 

C. KM REQUIREMENTS 

C1. Information Exchange Requirements (IERs) 
Stipulate commander IERs relative to current operations / exercise.  (The IERs below are 
indicative of the types of IERs that a commander may wish to identify.  This is not a 
definitive list.) 

Intelligence 
METOC 
Logistic 
Admin 
Political 

ROE 
Medical 
Operations 
Engineering 
NBC 

 
C2. Prioritisation Levels of IP Services / Application 
This paragraph is for a commander to set the prioritisation level of both services and 
applications that share common bearers (MTWAN and national services).  
Bearer/communication priorities should be promulgated via the OPTASK COMMS. The  
commander's IERs will largely determine the prioritisation order.  
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A.  Classified Email 
B.  Classified Email with attachments 
C.  Classified Email with 
attachments/PKI 
D.  Unclassified Email  
E.  Personal Email 
F.  Web Services 
G.  COP 
H.  INTERNET Browsing 

I.  DCP: Chat 
J. DCP: Whiteboarding 
K. DCP: Screen Sharing 
L.  DCP: Application Sharing 
M. DCP: Voice 
N. VoIP 
O.  DCP: VTC 
O.  VTC 
P.  POTS 

 
C3. Replication Policy 
Web replication is necessary between MTWAN units and the NOC to ensure all units 
have up to date information while limiting the use of RF. Further replication is necessary 
between a MTWAN and external domains. Indicate the web services replication cycle to 
be implemented, normally 30 mins. It should be noted that when transferring information 
across external domains the replication requirement can be accumulative thereby 
increasing total time to 60, 90 or 120 minutes. 

C4. Information Dissemination Plan (IDP) 
The IDP delineates the requirements for units to report standard TG information to 
include daily intention messages, OPTASKS, OPSTATS UNITS, and OPREP 5. The IDP 
should be presented as a matrix located on a MTWAN Web page and listing title, 
reporting and receiving units, reporting time and format (ie web page or email). 

C5. Web pages 
Design of web pages are to be IAW Web Services SOPs or as directed in this OPTASK 
KM. 

C6 Messaging 

Detail the authority for which each messaging type can be used.  The following table 
serves as a guide: 

Message Type Approved Authority 

A. EMAIL Administrative and Non Mission Essential Traffic 

B. EMAIL with PKI Executive Orders, Mission Essential Traffic, 
Acknowledgement 

C. Web Page Messaging Administrative and commonly promulgated 
Orders 

D. Web Replication Administrative and commonly promulgated 
Orders 

E. Web Replication with 
PKI 

Regularly promulgated Operational Orders 

Message Type Approved Authority 
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F. ACP 127/128 ROE, Mission Essential Coalition Traffic  

G. CHAT Tactical Messaging as detailed in chat policy 

H. VOIP Tactical orders and instructions, Authenticated 
Formal Instructions 

 

C7. CHAT 
Chat will be employed to support tactical and operational objectives and may be utilised 
in all warfighting environments. List the standard chat rooms that will be created, 
including indication of manning requirements.  (The Chatrooms below are indicative of 
the of those that a commander may wish to identify.  This is not a definitive list.) 

MIO Watch – continuous guard 
C4I Watch – continuous guard 
Bridge to Bridge – as required 
INTEL – continuous guard 
Air Co-ordination – as required 
 

Operations (EW, AAW, ASW) – when ordered 
High Command – as required 
Logistics – as required 
Data Link Coord – continuous guard 
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EXAMPLE OF OPTASK KM 

A. OVERVIEW 
Al. Purpose 
The purpose of this OPTASK is to list dynamic KM issues pertinent to IP networking in the 
maritime environment. This OPTASK supplements SOPs, relative publications and other 
OPTASK messages (OPTASK COMMS and OPTASK NETWORK). 

A2. Objectives 
A2.1  Timely and accurate delivery of the right information to the right persons 
A2.2  Standardise KM requirements for joint, combined and geographically dispersed 

forces 
A2.3  Optimised bandwidth management 
A2.4  Optimised network management 

B. ADMINISTRATION 
B1. Scope 
This OPTASK KM is specific to the AUSCANNZUKUS At Sea Trial (AST) 02 and is effective 
from 01 JAN – 31 DEC 02 for AMTWAN participants. 

B2. File Size 
Not to exceed 1.4 Mb. 

B3. Attachment Policy 
All attachments are to be scanned for viruses prior to transmission. Files with attachments can be 
transmitted between the MTWAN and other domains as listed below: 

Intra-MTWAN - Yes 
COWAN A - Yes 
COWAN C - No 
JCSS (Au) - Yes 
MCOIN (Ca) - Yes 
SIPRNET (US) - No 

B4. Archival policy 
Records are to be retained until 31 Jul 02. Archival policy IAW national rules. 

B5. Special caveats 
The following caveats are to be implemented:  

REL: AU/ CA/NZ/UK/US 
REL: RIMPAC  

Messages not bearing the necessary classification and caveats will not be transmitted through the 
Secure Mail Guard (SMG). 

B6. Minimise procedures 
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If imposed for AST 2002 attachments shall be limited to 50 kb unless minimise considered is 
authorised. “MINIMISE CONSIDERED” will be placed in the subject heading. 

C. KM REQUIREMENTS 
C1. Information Exchange Requirements (IERs) 
INTEL, METOC, HICOM, SUW, ASW, AAW, EW are primary IER. 

C2. Prioritisation Levels of IP Services/Application 
Prioritisation is as follows: I, G, A, B, F, P, J, D, K, L, M. 

C3. Replication Policy 
Web replication cycle is 30 mins. It should be noted that when transferring information across 
external domains the replication requirement can be accumulative thereby increasing total time 
to 60, 90 or 120 minutes. 

C4. Information Dissemination Plan (IDP) 
The IDP is presented as a matrix on the RIMPAC 02 Web page and lists the requirements for 
units to report standard TG information. This includes title, reporting and receiving units, 
reporting time and format (ie web page or email). 

C5. Web pages 
Design of web pages are to be IAW Web Services SOPs or as directed in this OPTASK KM. 

C6 Messaging 

B. EMAIL with PKI - Executive Orders, Mission Essential Traffic, Acknowledgement 

E.    Web Replication with PKI - Commanders Intent, Tasking, Operational and 
Administrative Orders 

F.   ACP 127/128 ROE, Mission Essential Coalition Traffic 

G.   CHAT - Tactical Messaging as detailed in chat policy 

H.  VOIP - Tactical orders and instructions, 

C7. CHAT 

Standing Chat rooms will be initiated by commander as follows: 

MIO Watch – continuous guard 
C4I Watch – continuous guard 
Bridge to Bridge – as required 
INTEL – continuous guard 
Air Co-ordination – as required  
Operations (EW, AAW, ASW) – when ordered 
High Command – as required 
Logistics – as required 
Data Link Coord – continuous guard 
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Chapter 5 
SECURITY 

501 INTRODUCTION 

In coalition and allied domains the challenge is to exchange releasable 
information freely between national, allied and coalition networks without 
compromising that information, despite the fact that these networks may be 
connected electronically if not logically.  Undue restrictions on the flow of 
information from national domains to allied and coalition domains will adversely 
affect the quality and timeliness of that information.  This would hamper the 
network member’s ability to conduct effective and efficient operations.  

502 AIM 

The aim of this chapter is to provide information security requirements for the 
management of IP networking within a MNTG.  

503 DEFINITIONS 

The following definitions apply: 

a. Allied — Two or more of the five CCEB nations operating together  

b. Coalition — One of more of the five CCEB nations operating together 
with other nations (including NATO) 

c. Joint — Two or more of the armed services from one nation operating 
together 

d. Combined — Joint forces from two or more Allied nations operating 
together 

504 NETWORK TOPOLOGY 

a. For a network to provide efficient and effective allied/coalition C2, it is 
envisaged that secure RF bearers would connect a layered system of 
networks comprised of Allied, Coalition and National components. This is 
represented in Figure 5-1.  Local area network(s) (LAN) located in 
national platforms and connected by RF bearers would in effect establish a 
MTWAN. A MTWAN will normally be connected to an Allied Wide Area 
Network (Allied WAN) to provide wider communications and may or may 
not be connected to a Coalition Wide Area Network (CWAN). 
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NATIONAL NETWORKS

NATIONAL NETWORKS

USUKNZCANAUS

Non-
AlliedUSUKNZCANAUS

CWAN

BPD’S BPD’S

BPD’S BPD’S

Allied WAN

MTWAN

BPD BPD BPD BPD BPD

 

Figure 5-1: – MTWAN Topology 

b. Within the boundaries of a MTWAN security domain, the network will 
not contain protection mechanisms, which unduly restrict the availability 
of information; a MTWAN and Allied WANs are regarded as peer-to-peer 
networks. 

c. However, connection of a MTWAN or Allied WANs to either the 
National Networks and/or CWAN requires protection mechanism(s) to 
provide the appropriate degree of security for resources and information 
services contained in the National or CWAN sensitive domains. The 
protection mechanism(s) between a MTWAN and a National Network will 
be consistent with each nation’s security policy. It will be such that neither 
Allied-only releasable information contained within a MTWAN/Allied 
WANs nor Coalition-only releasable information contained within the 
CWAN is compromised by unauthorised access. 

d. The protection mechanism employed in a MTWAN topology is referred to 
as a Boundary Protection Device (BPD), also referred to as Point of 
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Presence (POP), this may either be an electronic device, a software suite 
contained in a component of the WAN or a person who performs this 
function. The BPD acts to prevent logical connections across domains by 
the use of a demilitarized zone (DMZ) between the two (Figure 5-2 
refers), supported by procedures to ensure its correct operation. 

e. It is recognized that the use of protection mechanisms will restrict the flow 
of information at the boundaries between a MTWAN/Allied WAN and 
National and Coalition domains, and the restrictions may affect the quality 
and timeliness of information moving between the domains.  However, 
protection of sensitive information within these three distinct domains 
remains paramount. 

505 RISK  

Leakage of unauthorized information and penetration by unauthorized users are 
inherent risks in networks and may result in compromises to the confidentiality, 
integrity or availability of either the system or the information it contains.  These 
risks are summarized below: 

a. Confidentiality.  Assurance that information is not disclosed to 
unauthorized persons, processes, or devices. 

b. Integrity.  Quality of an IS reflecting the logical correctness and 
reliability of the operating system; the logical completeness of the 
hardware and software implementing the protection mechanisms; and the 
consistency of the data structures and occurrence of the stored data. 

c. Availability.  Timely, reliable access to data and information services for 
authorized users. 

d. Accidental Leakage.  When information is released inadvertently by 
either the system itself or an operator contrary to the security regulations 
pertaining to that information. A risk exists if the outbound data is 
transferred unscreened or without label checks, either in real time or off 
line.  

e. Deliberate Leakage.  When information is released by an operator 
contrary to the security regulations pertaining to that information. A risk 
exists if the outbound data is transferred unscreened, either in real time or 
off line. 

f. Stimulated Leakage (Masquerade).  When an attacker pretends to be 
someone else to stimulate the release of information contrary to the 
security regulations pertaining to that information. 
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g. Stimulated Leakage (Trojan Horse).  When malicious software 
stimulates the release of information contrary to the security regulations 
pertaining to that information. 

h. Corruption of Information (Malicious Code).  When a harmful payload 
(virus, worm or Trojan Horse) is introduced into a system, either 
deliberately or inadvertently via the protocol being passed, which corrupts 
data contained within that system. A risk exists, however this risk can be 
reduced by the use of screening software and Intrusion Detection Systems. 

i. Denial of Service from Malicious Code.  When a harmful payload (virus, 
worm or Trojan Horse) is introduced into a system, either deliberately or 
inadvertently via the protocol being passed, which prevents the operation 
of applications or services within that system. A risk exists, however this 
risk can be reduced by the use of screening software and Intrusion 
Detection Systems. 

j. Denial of Service from Flooding.  When applications or services within a 
system are prevented from operating after its memory devices have been 
swamped by the introduction of large volumes of data via the inbound leg. 
A risk exists, however this risk can be reduced by the use of screening 
software and Intrusion Detection Systems.  

k. Spoofing (Masquerade).  Where an attacker masquerades as someone 
else to distort the view of the reader about the incoming information. 

506  RESPONSIBILITIES  

a. Nations have a requirement to protect sensitive and national “eyes-only” 
information on national networks. The responsibility for the protection of 
this information resides with the individual nations.   Nations will be 
responsible for ensuring that approved cryptographic devices and IA 
products (e.g. guards) are employed where required and that national 
COMSEC standards, including key management, are met at all times. 

b. Any BPD placed between these national networks and a MTWAN will be 
nationally owned and controlled. However, the protection of information 
on a MTWAN itself is the responsibility of the Allied participants as a 
whole.  Autonomous System(s) (AS) that leave a MTWAN remain 
responsible for the continued protection of data that had been externally 
provided to a MTWAN.  This is of particular concern if the AS is to 
connect to a third party network.  
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DOMAINS
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  Allied WAN
  Coalition WAN
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2
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1
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Figure 5-2: – Boundary protection devices between domains 

507 PERMITTED INFORMATION FLOW ACROSS BPD 

a. A MTWAN delivers a range of information services to mobile platforms 
in support of tactical naval operations. These services will include military 
messaging, the exchange of a Common Operational Picture (COP) and 
tailored tactical pictures, information pull, profile-based information push 
and Distributed Collaborative Planning (DCP), VTC and voice.  BPDs 
between National, Allied and Coalition domains must therefore be capable 
of constraining the degree of interaction between the domains whilst 
permitting the following information flow characteristics: 

(1) Bi-directional messaging with attachments; 

(2) Export or publication of files, documents and database information; 
and 

(3) Retrieval of information from either external systems within the 
domains themselves or shared export repositories normally positioned 
within the DMZ. 

b. The BPD will require the following functionality: 

(1) Guard - to control the release of information between National, 
Allied and Coalition networks; and 
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(2) Firewall - to protect the National, Allied and Coalition networks 
against unwanted intrusion. 

c. The BPD will provide some or all of the following functions: 

(1) packet-level filtering; 

(2) address translation; 

(3) port number filtering; and 

(4) application proxying. 

508 EXPORT SANCTION 

It is envisaged that BPDs should be able to carry out Export Sanction to guard 
against accidental and stimulated leakage from the National domain.  In addition, 
BPDs should provide audit and traceability capabilities to limit the attractiveness 
of deliberate leakage across the boundary.  This function is mandatory in the BPD 
between a MTWAN/Allied WAN and the CWAN or any other Coalition network.  
Between a National domain and Allied or Coalition domains, this functionality is 
entirely the responsibility of the nation concerned. 

509 ASSUMPTIONS 

The following assumptions are made:  

• Nations have agreed security principles and tenets. 
• Nations have accepted information protection requirements and are working 

toward a yet to be determined commonality. 
• A MTWAN will operate at the SECRET system high level with information 

releasable to all MTWAN participants. 
• All personnel with access to a MTWAN will be cleared to the appropriate 

level. 
• National networks will have been accredited through a mutually agreed 

process prior to any connection to a MTWAN. 
• No connections to National networks will be permitted without passing 

through a BPD. 
• All communications subnets will be protected by High Grade military crypto 

devices. 
• Technical solutions for the BPD will not be required, to prevent intentional 

security breaches by cleared personnel.  However, there is a requirement for 
the existence of some sort of audit or trace mechanism. 

• Network nodes are to have appropriate physical, personnel and procedural 
security measures in place. 
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• Proposed architectural solutions will not mandate the use of specific 
applications or products on nations. 

• COTS hardware and software will be used where ever possible. 

510 RECOMMENDED SECURITY ARCHITECTURES 

a. Network Connectivity.  A MTWAN will be an AS connected to the 
Allied WAN through a Network Operations Center (NOC) as shown in 
Figure 5-3.  There are three potential shipboard architectures that have the 
potential to meet the security requirements.  Current technology does not 
permit the implementation of the integrated solutions; it is intended to 
migrate to these solutions as technology and policy allows. 

BPD

LAN LAN
H H HH

BPD

LAN LAN
H H HH

MTWANSHIP A SHIP B

SHIP SHIP

SHORE

SATCOM
HF
ETC

NATION 1
AS

NATION 2
AS

SHORE

SHORE SATCOM
HF

ETC

NOC

COALITION
WAN

NATIONAL
NETWORK

NATIONAL
NETWORK

ALLIED WAN

BPD

BPD

BPD BPD

BPD

 

Figure 5-3: - MTWAN Connectivity 

b. Shipboard “Air Gap” Architecture.  An air gap between the National 
network and a MTWAN, as shown in Figure 5-4, provides information 
security for mobile platforms.  This air gap architecture relies on physical 
access control — manual intervention is required to sanitise and transfer 
information between the two networks via magnetic media such as floppy 
disks, or keyboards. This is a short-term solution until a faster, efficient 
and secure process is developed and accredited. 
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Figure 5-4: - Air Gap Architecture 

c. Shipboard “Networked” Architecture.  The ability to exchange 
information electronically will be required to support the increasing 
amount of information against the requirement for timely delivery. The 
architecture shown in Figure 5-5 supports electronic transfers between two 
networks. Information security will be achieved through a combination of 
physical, technical and procedural methods. Shipboard “Fully Integrated” 
Target Architecture.  A result of the air-gap and networked solutions is the 
duplication of resources (e.g. multiple LANs and workstations). This 
imposes considerable penalties in terms of cost, space and weight.  The 
preferred solution, therefore, is to provide access to both a MTWAN and 
National networks from a single on-board network. 

d. By increasing the capability of the security gateway, the duplicate services 
supported on a MTWAN can be reduced and ultimately eliminated. This 
will depend on the availability of suitable application proxies and guards. 
For example, existing COTS/GOTS technology would allow screening 
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routers and bastion hosts to provide guards for e-mail; however, DCP will 
need to be supported by a workstation directly connected to a MTWAN. 
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Allied WAN
Coalition WAN
TCP/IP
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File Server, DNS Server
Web Server, POP
Server
SMTP Mail Hub
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DCP
Web Browser

GPS

Data Links
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File Server, DNS Server
Web Server, POP
Server
SMTP Mail Hub
MMHS MTA/UA

E-Mail, FTP
DCP
Web Browser

Tactical
CSS
I/O

BPD

 

Figure 5-5: - Networked Architecture 

e. A screened subnet architecture employing both network and application 
layer firewalls, as shown in Figure 5-6, offers a very high level of 
protection for the LAN from users on a remote network. 
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Figure 5-6: - "Fully Integrated" Target Architecture 

f. The bastion host controls and audits all information flowing between the 
National networks and a MTWAN.  It can provide proxy services to users 
for certain applications (e.g. FTP).  The application layer proxy is used to 
implement virtual connections to application services on the local 
network.  The host may be used to enforce strong authentication on 
connections from the allied to the national network. 

g. The bastion host also contains application level guard functionality which 
will control the release of certain information by checking markings and 
content and, where necessary, by modification to meet sanitization 
requirements.  It should be noted that particular implementations may 
require the guard functions to be located in machines physically separate 
from, but connected to, the bastion host. 

h. Servers directly accessible to the Allied network will be housed in the 
screened subnet created between two-network layer screening routers.  
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i. The outer router will only permit remote users or services to access servers 
and application gateway on the screened subnet.  Also, the outer router 
will only pass traffic originating from the screened subnet. 

j. For incoming traffic, the inside router will be configured to accept only 
traffic originating from the screened subnet.  For outgoing traffic, the 
inside router will permit access only to the screened subnet. 

k. Virtual Private Network (VPN).  VPNs, operating with approved 
cryptographic devices, provide network security for interoperable 
communications between nodes and dynamically controllable membership 
within private security domains (or layers).  

511 ACCREDITATION 

A lead nation will sponsor accreditation of a MTWAN through the Multinational 
Security Accreditation Board (MSAB). 

512 SECURITY DEVICE INTEROPERABILITY 

Operational configuration of interoperable cryptographic devices, e.g. KIV-
7/KG84/BID1650 may be found in ACP 176 NATO SUPP 1.  
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Chapter 6 
MESSAGING 

601 INTRODUCTION 

a. The primary purpose of military communications is to exercise command and 
control over assigned forces. The secondary purpose is to facilitate and 
expedite the transfer of information between individuals and groups of 
individuals. Exchange of information can be via traditional military 
messaging and more recently email, web replication and chat.  

 
b.   Historically inter and intra Task Force/Task Group information transfer was 

achieved by a variety of low data rate broadcast and point-to-point circuits 
using formatted messages (ACP 127 etc). Increased information transfer 
resulted in traffic backlogs, delays, and non-delivery during periods of high 
intensity operations.  During the 1991 Gulf War a single day’s message 
traffic surpassed the total Allied messages exchanged during the whole of the 
Second World War.  

c. The ability to send emails and replicate web databases within a Task Group 
enhances traditional methods of information transfer. Email and web 
replication in conjunction with Local/Wide Area Networks (LAN/WAN) have 
been shown to: 
(1)  Improve the timeliness of information delivery 

(2)  Reduce message traffic congestion 

(3)  Improve the information richness of the message (by use of multimedia 
attachments) 

d. Text Chat is increasingly being employed to support command and control. 

602 AIM 

The aim of this chapter is to provide guidance for the employment of messaging within a  
maritime IP network. 

603 OVERVIEW 

a. ACP 127/128 provides many Elements of Service (EoS) which support 
Command and Control over assigned forces. These EoS, or key features, 
include; precedence handling, Plain Language Address Designator (PLAD), 
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and distribution by subject.  

b. The principal limitation of ACP 127/128 messaging is that it does not support 
a wide variety of characters, symbols, case formats, font styles, sizes and 
color or the inclusion of attachments.  As such, traditional messaging does not 
support multimedia formats. 

c. Email provides rich text formats (ie a variety of fonts, styles, characters and 
symbols), in addition to allowing the drafter to send a message to a reader 
without any intermediaries. This latter aspect is referred to as ‘writer to 
reader’ messaging.  A significant benefit of email over traditional messaging 
is the speed at which information can be exchanged. 

d. Chat provides the capability to exchange short instantaneous text messages 
with an individual or individuals over an IP network.  

 
e. Web replication offers an efficient alternative to formal message traffic by 

enabling information previously encapsulated in formal messages to be 
posted to a database for access by “addressees” on a “pull” basis in a multi-
media format. This places the emphasis upon the “action addressee” to 
retrieve the information posted vice the traditional “push” mechanism of 
formal messaging circuits.  

f. EoS such as message integrity, message confidentiality, non-repudiation and 
authentication provide greater assurance in the exercise of command and 
control — the primary purpose of military communications. Email, Chat and 
database replication that does not employ  Public Key Infrastructure (PKI) 
does not provide such capability. 

604 TYPES OF MESSAGING  

a. Messaging can be either text based or multimedia. ACP 127/128, Gold and 
Chat messaging are text-based formats while email supports multimedia 
capability. ACP 123 (when implemented) will support message integrity, 
message confidentiality, non-repudiation and authentication. 

b. To reduce network congestion and promote efficiency, reliable and robust 
messaging protocols and services should be used.  
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605 MULTICAST MESSAGING 

 
a.  Currently no agreed IP military messaging exists and hence this document 

describe the employment of SMTP and add on services as an interim solution 
for an IP based messaging service.  

b. Multicast messaging allows the same message to be sent to several addressees 
simultaneously rather than the generation of a separate copy for each 
addressee. 

c. Standard SMTP email uses Transmission Control Protocol (TCP). In instances 
when a single message is being delivered to several recipients that are served 
by different Message Transfer Agents (MTAs), standard SMTP email must 
establish a connection and transfer the message to each of the destination 
MTAs in turn.  This is very inefficient as the same message must be 
transmitted several times, once for each destination MTA, consuming 
considerable network bandwidth.  To  resolve this inefficiency, P_MUL was 
developed to take enable multicasting.  The MTA can be configured to deliver 
SMTP mail using the P_MUL protocol.  P_MUL also supports the use of 
email during periods of emission control (EMCON), by allowing SMTP email 
to be sent with a delayed acknowledgement. Other transport mechanisms such 
as MSeG, which multicasts GOLD messages, and MCHAT (Multicast Chat) 
provide similar efficiencies. 

d. The importance of bandwidth efficiency cannot be understated. An SMTP 
mail transmission typically involves 19 exchanges of data in addition to those 
required to transmit the message. These exchanges add up to 11000 bytes. The 
SMTP mail message typically contains approximately 400 bytes of message 
headers generated by mail user and mail transport agents. A single email of 
1000 bytes therefore requires about 2500 bytes to be transmitted in 20 
exchanges. Any measure that reduces the number of emails is therefore 
advantageous. 

606 PUBLIC KEY INFRASTRUCTURE (PKI) 

a. PKI is being introduced to email services to provide an element of military 
assuredness. By using public key encryption and a digital signature, 
authentication and non-repudiation can be guaranteed.  

b. Use of a digital signature and/or encryption of email messages is not always 
needed or recommended. When used, these features will typically increase the 
email overheads by 3 to 9 Kbytes.  The requirement for public key encryption 
is not normally required on any secure military network. 
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607 WEB PAGE MESSAGING 

a. The ability to post a message such as the Air Tasking Order (ATO) or general 
operational messages (OPGEN) to a TG Web Page reduces the amount of 
Broadcast Messaging (Multi-cast Email, and ACP 127/128 messages) to be 
sent across a network. Through the use of  replication logs, Web Replication 
provides increased information traceability, authenticity, and integrity over 
non-replicated systems.  Chapter 8 — Web Information Services provides 
further guidance on the use of Web Services for information exchange. 

b. Within a tactical WAN, messages posted to web pages have replaced 
traditional broadcast messages as the most efficient mechanism for 
disseminating signals, such as Daily Tasking, Operational Reports (OPREP's), 
ATO's, Operational Tasking messages (OPTASK's) and OPGEN's that are 
promulgated on a regular basis.  The fact that this information must be pulled 
from a web site by users must be taken into consideration by the promulgator.  
Information posted in this manner requiring response or action would 
normally require action addressees to acknowledge receipt of the information 
by another mechanism such as email or chat.  

 
608 COMMAND AND CONTROL 

The OPTASK Knowledge Management (KM) should promulgate the authorized methods 
for executing command and control. The table below provides guidance but is not yet 
accepted doctrine. 

Information 
Transfer 

Application 
Authentication Non-

repudiation
Message 

Confidentiality
Message 
Integrity Recommendations 

ACP 
127/128 

Yes Yes Yes Yes Use for brevity to authenticate all 
operational tasking. Priority and 
delivery is guaranteed.  
Provides redundancy for tactical 
WAN 

Email No No No No Delivery not guaranteed. Operational 
direction sent by email should be 
supplemented by ACP 127/128 
message 

Email with 
digital 

signature 

Yes Yes No No 1.  May be considered for transfer of 
operational direction without formal 
message backup but delivery is not 
guaranteed. 
2.  Provides proof of originator’s 
identity and confidence to act on 
direction. 
3.  Not needed for admin traffic. 

Email with 
digital 

Yes Yes Yes Yes 1.  May be considered for transfer of 
operational direction without formal 
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Information 
Transfer 

Application 
Authentication Non-

repudiation
Message 

Confidentiality
Message 
Integrity Recommendations 

signature & 
public key 
encryption 

message backup but delivery is not 
guaranteed. 
2.  Provides proof of originator’s 
identity, confidence to act on 
direction, confidentiality and 
confidence in the accuracy of the 
message 
3.  Not needed for admin traffic. 

Text Chat No No Yes (secure 
net) 

No Can be used for tactical direction 
provided that the Commander can 
guarantee that all units are on the net. 

GOLD 
(Opnotes) 

No Yes Yes (secure 
net) 

No Suitable for the exchange of tactical 
information but not direction. 

Web Page 
Messaging 

No No Yes No Suitable for administrative 
information only 

Web 
Replication 
(Webpage 
Messaging 

with 
replication) 

Yes Yes Yes Yes Suitable for commonly promulgated 
Orders and Schedules.   
Acknowledgment by action 
addressees required. 

Web 
Replication 
with PKI 

Yes Yes Yes Yes 1.  Suitable for commonly 
promulgated Orders and Schedules.  
2.  Acknowledgment by action 
addressees required. 
3.  PKI provides extra assuredness in 
Authentication and Non-repudiation 

 

609 MESSAGING SELECTION 

a. Commanders should select the most effective method of transferring 
information, being cognizant of all the issues outlined in this chapter. 
Furthermore, Commanders should provide guidance with regard to the 
messaging method used for operational direction. This guidance should be 
promulgated in the OPTASK KM. 

b. Until an ACP 123 capability is fully adopted, there will be a requirement to 
duplicate some information via ACP 127/128. This duplication can be 
minimized by careful consideration and a clear understanding of the 
information that must be supplemented by ACP 127/128 messages. 

610 SUMMARY 

a. The primary purpose of military messaging remains to support command and 
control. Alternative methods are now available that significantly enhance the 
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ability and flexibility of Commanders to pass information.   

b. It is important that Commanders promulgate the messaging options that they 
intend to use for operational and administrative traffic. 
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MESSAGING SOP 

6A01 AIM 

The aim of this Annex is to provide procedures for the employment of messaging within a 
maritime IP network. 

6A02 EMAIL 

a. User Access. Email access shall be restricted to personnel whom have an operational 
or tactical requirement. 

b. Establishing Accounts.  Email accounts shall be established at the unit level in 
accordance with the agreed TG naming convention. 

c. Types of Email Accounts. Individual or Functional accounts, or a combination of 
both may be used on maritime networks. The policy delineating the use of Individual 
and/or Functional accounts will be promulgated in OPTASK KM. Examples: 
(1)  Individual Accounts - elle.macpherson@unit.service.country 

(2)  Functional Accounts - opso@unit.service.country  

d. High Assurance Guard (HAG) / Secure Mail Guard (SMG).  The configuration of 
the HAG /SMG may preclude the transmission of email attachments, or attachments 
of specific file types ie .exe, macro files, java etc. The HAG / SMG configuration 
policy will be promulgated in the attachment policy of the OPTASK KM. 

e. Email Size. The size of email shall be in accordance with the OPTASK KM. 
Attachments should be zipped and presented in the recommended format listed in 
Table 6A-1. Large files should be posted to an appropriate Domino web page. 

 
Common Application Recommended Format 
Word Preference is to incorporate text into email  

Alternative format: RTF  
 Powerpoint HTML  

Alternative format: Powerpoint presentation 

Table 6-A-1 
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f. Retention. Email traffic is to be retained in accordance with the archival policy in the 
OPTASK KM, or as required by national policies. 

g. Trusted Labeling.  A trusted label is a sequence of characters inserted in an email 
that determines the releasability of an email through a HAG/SMG.  A trusted label is 
separate from the security classification and does not reflect the classification, but 
only denotes releasability.  However, although its position within the email will be 
dependent on the configuration of the HAG/SMG, it will normally be associated with 
the classification, for example, CONFIDENTIAL REL RIMPAC. The designation for 
trusted labels will be promulgated in the OPTASK KM. Configuration of the 
HAG/SMG will be IAW the OPTASK NET.  

h. Acknowledgement. Message acknowledgment can be obtained through in-built 
email features, but can only be guaranteed across different domains by instructing 
addressee(s) to manually acknowledge. The “reply to all” button should not be used 
to respond to a request for acknowledgement. Email traffic providing operational 
direction should instruct addressee(s) to acknowledge.  

6A03 OPNOTES  

Opnotes are principally used to assist the FOTC to manage the COP. Users should be aware that 
Opnotes compete with other messages over IP networks. 

6A04 CHAT 

Can be used for tactical direction provided that the Commander can guarantee that all units are 
on the net. 
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Chapter 7 
COMMON OPERATIONAL PICTURE (COP) 

 

701 INTRODUCTION 

a. Situational awareness is of vital importance to both warfighters and 
Commanders in that it enables them to make more-informed decisions. The 
COP provides a Commander the ability to see, at a glance, the true disposition 
of all forces and ships within his/her area of interest.  Thus the COP is an 
essential decision-making tool and a force multiplier. 

b. Within a MNTG, tactical situational awareness can be provided from 
data/information received from organic sensors being captured and displayed 
on combat data systems. However, this data, while real-time, is limited in 
coverage to the extent of the TG/TU dispositions and their sensor capabilities. 
On the other hand, the COP provides near real-time information to the 
Commander from a theatre-wide perspective.  This picture is often enriched 
from information sources external to a MNTG, and includes land and air 
tracks. 

702 AIM 

This chapter describes the COP and its dissemination in a MTWAN environment.  

703 OVERVIEW 

a. The COP is an amalgamation or fusion of data and information from a number 
of combined and/or joint sensors, data-links and other sources into a single (or 
common) operational picture.  The COP provides Near-Real Time (NRT) 
(current, planned or projected) disposition and amplifying information on 
friendly, hostile, neutral and unknown forces / units in the sea, land, air and 
space environments through a Graphical User Interface (GUI).  

b. Other products such as imagery, mapping and weather / oceanography may be 
overlaid.  Ideally future information such as force status, logistic, weather and 
intelligence is integrated to increase the overall value of the information. This 
information is either in the form of overlays or can be ‘pulled down’ by 
opening windows; (providing a ‘drill-down’ capability). 

c. At the tactical level, access to the COP augments situational awareness while 
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at the operational and strategic levels it provides an authoritative picture or 
theatre-wide overview. Traditionally the COP has been disseminated to 
maritime forces through satellite Information eXchange Sub-Systems (IXS) or  
via a High Interest Tracks (HITS) broadcast.  Both are inefficient and costly 
to support because they are  ‘stovepipes’ and require dedicated subnets. New 
COP dissemination techniques employing Internet Protocol (IP) allow the 
convergence of COP information onto the one maritime tactical network. 
These IP COP methods provide for the more timely delivery of track 
information.  

704 REQUIREMENT 

It is essential a Commander has confidence in the COP, and therefore willing to act on 
the information displayed.  To this end, the information must be: 

a. Accurate - it must convey the true situation. 

b. Relevant - it must apply to the mission, task, or situation at hand. 

c. Timely - it must be received in time to make the right decisions. 

d. Useable - it must be in easy to understand format and displays. 

e. Complete - it must contain all the information necessary to make an 
informed decision. 

f. Concise - it must contain the level of detail required. 

g. Secure - it must be afford adequate protection. 

h. Common - data and tracks must be identical across the theatre. 

705 TOP COP (FUSION AND FILTERING) 

a. The TOP COP denotes a hierarchical architecture where information is fused 
(merged, enriched, correlated and if necessary de-conflicted) from subordinate 
pictures so that the ‘TOP COP’ has a fully integrated and accurate picture. 
This is then fed back down to subordinate pictures, which are updated. The 
COP Synchronisation Tool (CST) seamlessly provides much of this 
capability, to sites that have sufficient bearer bandwidth.  The use of a Force 
Over-the-horizon Track Coordinator (FOTC) ensures COP fusion at the 
tactical level where CST is often not available.  

b. At the tactical level, an important requirement is to ensure relevancy.  This 
also adheres to IM principles and requires coordinators to be able to filter 
unwanted information captured at operational and strategic levels.  The 
principle here is “keep it relevant”.  It is unlikely that a tactical Commander 
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needs information from outside of his area of interest. 

706 COP MANAGEMENT  

a. The COP is a distributed fused picture. In order to achieve a “synchronised” 
fused picture with multiple units that may all be reporting similar pictures a 
method of synchronisation is necessary. Traditionally this has been 
accomplished procedurally by the designation of a FOTC who maintains 
responsibility for all tracks within the AOR. The COP Synchronisation Tool 
(CST) provides a “distributed” rather than “dictated” management of the 
database. There are three methods of COP Management as follows: 

 
(1) FOTC. Traditional COP management has been achieved through the 

establishment of a FOTC, which correlates and associates, where 
possible, the various source track data and then provides a “dictated and 
validated” broadcast back to the participants. The validated track database 
is centrally managed and maintained within the TF/TG. 

(2) CST. CST enables the unit that has the most information on a particular 
track with the ability to be the one responsible for managing that track 
within the database. Based on TCP/IP communication protocols, CST 
provides the user with faster, more reliable communications and an 
improved synchronized picture. 

(3)  DUAL FOTC/CST.  In many cases there are requirements to support 
both CST and FOTC. A CST / FOTC Gateway platform enables units 
within a TF/TG to receive the benefits of a CST fused picture.  

 

707 COP DISSEMINATION 

a. CSTMdxNET/CST.  CSTMdxNET is the transport protocol associated with 
CST.  It enables the transmission of COP track data via TCP/IP.  The 
minimum recommended bandwidth to participate in a CST environment is 
40 kbps.  Platforms not meeting these bandwidth criteria should continue the 
use of the traditional FOTC-based broadcast. 

b. UID.  Unit Identifier (UID) is a TCP/IP transport protocol that enables the 
transmission of Over The Horizon (OTH) Gold Formatted messages.  This 
requires less oversight than OTCIX/HITS/FOTC Broadcast and yields greater 
commonality in the database.  Within a maritime tactical WAN environment 
the use of UID is the simplest mechanism for COP distribution but carries a 
large overhead because the dissemination is unicast. 
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c. NETPREC.  NETPREC is subset of UID that enables FOTC to group units 
for dissemination of tailored COP.  NETPREC is designed for LAN 
application and is seldom used within a WAN environment. 

708 MULTICAST TRANSPORT SERVICE 

The Multicast Service Gateway (MSeG) is a reliable packet assembler software program 
that will receive the TCP/IP COP feed (FOTC or CST),  and rebroadcast them using a 
reliable MDP transport service. The MSeG host at each site receives the multicast MDP 
service and delivers each IP “data-gram” via a local TCP/IP connection to a local host 
running software compatible with the Global Command and Control System- Maritime 
(GCCS-M).  The use of MSeG dramatically increases network efficiency. 

709 ARCHITECTURE 

a. Figures 7-1 and 7-2 provide the generic architecture for the generation and 
distribution of the COP. They show both a top-down and bottom-up approach 
in that strategic and theatre information is assimilated and passed downwards 
at the shore NOC, while a force picture is generated and passed upwards. 

 

   

 COP Environment

FOTC Environment Dual FOTC/UID
Segment OTCIXS/

ACIXS

TOP
COP

TCP/IP

CJTF

TCP/IP

 
 

Figure 7-1:  Traditional Environment (with IXS networks and CST) 

 
 

b. Figure 7-2 represents a full IP environment with CST operating upwards from 
the MCC and subordinate units participating via MSeG or UID. 
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(or gateway)
IP

(MILSATCOM  or
other bearer)

TOP
COP

TCP/IP VIA SIPRNET

CJTF

TCP/IP VIA SIPRNET

NOC

 
 

Figure 7-2:  Full IP Environment (MTWAN) 

c. The World Wide OPTASK Force Over-the-Horizon Track Coordinator 
(FOTC) provides detail on construction, compilation, collation and 
dissemination of the COP.  CTF will promulgate variations in COP 
procedures specific to local operations in an OPTASK FOTC Supplement. 
Necessary guidance for supporting the COP using MSeG on a MTWAN 
should be promulgated in the OPTASK NET.  

710 SELECTION OF APPROPRIATE COP DISSEMINATION METHOD 

 The following table provides guidance for the selection of COP dissemination. 

 
Method Transport Service Description Considerations 
CST CSTMdxNET • Reporting responsibility 

assigned to unit with best 
track information. 

• Synchronised track databases 
• Automatic process 
• Utilises TCP/IP 

• Not recommended 
unless WAN bandwidth 
64Kbps or greater  

• Can be employed with 
20 Kbps bandwidth with 
degradation in service 
(i.e. functionality) 

FOTC UID • Maintains FOTC procedures 
• Dictated and validated COP 
• Simple and efficient 

• Point to Point 
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Method Transport Service Description Considerations 
• Utilises TCP/IP 

FOTC MSeG • Packet assembler enabling 
multicast of COP via TCP/IP 

• Has a Broadcast mode 

• FOTC procedures 
unclear 

• Higher track latency 
• Can be utilised in 

EMCON 
FOTC IXS • Maintains FOTC procedures 

• Dictated and validated COP 
• Has a Broadcast mode 
• Legacy system 

• Dedicated stovepipe 
system (independent of 
network traffic) 

• Higher track latency 
• Can be utilised in 

EMCON 
Table 7-1. COP Dissemination Methods 

711 SUMMARY 

a. The COP is a vital tool for improving the Commander’s situation awareness 
and aiding in decision making.  However, the COP is only as good as the 
information fed into it and, conversely, could seriously damage situational 
awareness if allowed to become out of date or contain inaccurate, irrelevant or 
incomplete data.  In fact, an inaccurate picture is worse than no picture at all 
because it can cause the wrong decisions to be made, possibly with 
devastating results.   Consequently, a Commander will have confidence in the 
COP only if he/she knows that the system is reliable and accurate.  This can 
only be achieved through users being knowledgeable, aware of the system 
requirements and diligent in its upkeep. 

b. The ability to display global track information through stovepipe IXS 
networks will soon be replaced by integration onto IP networks.  In the case 
of Allied nations, this will be via a MTWAN.  This will allow the COP to be 
displayed and viewed through a variety of media that will continue to provide 
a picture, even during EMCON restrictions (radio silence).   Conversely, it 
also means that units not capable of accessing a MTWAN, may not be able to 
view the same picture within the same timeframe.  Commanders must 
therefore be aware of the capabilities and limitations of the units within their 
force. 
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Chapter 8  

WEB INFORMATION SERVICES 

801 INTRODUCTION 
Operators are faced with ever-increasing amounts of data and information, which they 
must process, assimilate, correlate and apply to a wide range of ongoing operational 
activities.  Furthermore, they need to share or dispatch information, often with other users 
that are geographically dispersed and have disparate communication and information 
systems.  Web Services provide an important means to manage and disseminate this 
information to a large number of users within a low bandwidth environment.  Web 
Services complements Information Management (IM) by: 

• Providing an asynchronous collaboration tool 
• Giving the Operator control over relevant information  
• Providing easy sharing of rich information 
• Enhancing the relevancy of information. 
• Improving the assimilation of information. 
• Increasing the level of situational awareness and understanding. 
• Filtering information 
• Reduce BW demands via Web Replication 

802 AIM 
The aim of this Chapter is to provide guidance for the employment of web information 
services within a networked military maritime environment. 

803 OVERVIEW 
Web Services is a means of information exchange designed to support planning and 
coordination activities.  Web Services supplements the current suite of communications 
tools, such as e-mail, military messaging, distributed collaborative planning and voice 
communications, to enhance overall shared awareness, speed of command, and 
collaboration capabilities afloat. A Maritime Tactical Wide Area Network (MTWAN) 
Web Site provides a means for users to post information and files directly to a web site 
through an on-line user interface without the support of a web specialist.  The Operator is 
able to become a Content Manager, focusing on relevant warfighting information. 

804 OBJECTIVE 

The primary objective of web services is to present relevant and timely information to the 
user in the most appropriate format that aids the user's assimilation and understanding.  
Subsequently, this aids decision-making as well as situational/tactical awareness.   The 
secondary objective of web services is to reduce the necessity for reliance upon formatted 
ACP 127/128 messages for distributing regular summary information by organizing, 
distributing and presenting information in an appropriate and interactive format, using 
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imagery, spreadsheet and/or databases. 

805 INFORMATION QUALITY 
To ensure information is accurate and qualitative, and avoid duplication, there needs to 
be authoritative data sources and data consolidation.  This means information or data can 
be posted and controlled only by the owner.  No one else should be able to make changes 
or amendments without approval from the owner.  The “owner” here is envisioned to be a 
specific individual or position, such as a Watch Officer.  All information posted to any 
web site should bear the name and contact details of the posting authority (this can be 
equated to the releasing authority of a message rather than to the drafter). 

806 NETWORK ARCHITECTURE / DESIGN 

a.  A MTWAN Web site relies upon a hub-spoke or a multiple hubs-spokes 
topology as depicted in Figure 8-1. Key to this architecture is the concept, use 
of web replication and the supporting software environment.  The web 
replication process mirrors the Task Group web site at each ship and shore 
node.  The replication process transfers only the differences between each web 
site, conserving scarce bandwidth.  At the end of a replication cycle, each ship 
and shore node will contain the updated information store and mirror the hub 
server.  Operators then can browse the task group web site locally, rather than 
reaching off-ship, again conserving scarce bandwidth. 

 

Figure 8-1: - MTWAN Hub Configurations 

b.  Network connectivity will largely determine the hub-spoke topology 
employed. For example, if ship A were acting as a gateway for ship B, it 
would not be necessary for ship B to replicate with the central server. It could 
replicate with ship A server. This would save bandwidth but may result in the 
delay of ship B receiving its information by one replication cycle. 
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c.  There is therefore a timeliness versus bandwidth usage trade-off.  It is possible 
that ship B could lose administration visibility.  Careful preplanning of 
topologies and replication scheduling will minimize these issues.  

 

807 CONCEPT OF OPERATIONS  

a. An operator should be able to post and access organic and non-organic 
information that is pertinent to the mission. The combination of web browsers, 
databases and replication technologies provide the means for operators to 
store, distribute and browse information generated locally or remotely without 
imposing large bandwidth and administrative overheads.  

b. Organic and non-organic information is effectively pushed and pulled 
respectively, and automated via the web replication process.  This information 
could include weather data, Rules of Engagement (ROEs), electronic charts, 
etc.  Nevertheless, the tools and information will be available to all ships even 
when disconnected from the MTWAN.  Subsequently, operators have a 
central authoritative repository of information or 'electronic binder' that is 
managed by personnel from the functional warfare areas to ensure the 
relevancy, currency, and accuracy of the information and to avoid duplication 
of information.  Clearly constructed templates replicated and used across all 
MTWAN sites enable users to quickly locate any desired information. The 
universal nature of browser technology enables differing IT systems, 
capabilities and users to be connected, thereby assuring interoperability. 

c. Information posted to the local server will be replicated transparently to the 
operator, allowing the other participants to view the information. This 
information is to be sent only once, with only the 'delta' transmitted for 
amended documents.  

d. Network Operations Centers (NOC’s) will act as information transfer 
gateways providing releasable material to pass into other security domains, 
such as national secret networks.  At present this is achieved through manual, 
air-gap procedures.  In the future, Multiple Security Level (MSL) devices are 
envisioned to pass appropriate web information between security enclaves 
more efficiently, providing the information meets security requirements.  
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808 SOFTWARE ENVIRONMENT 

a. As is the practice on most networks, web data is added, deleted or changed at 
frequent intervals.  As a result, the content of local web servers rapidly 
diverges making it very difficult to maintain a common data repository and 
web site at each location.  To minimise the requirement to transfer large 
amounts of data backwards and forwards whenever servers are being updated, 
IBM's Domino Server software suites are being used to support MTWAN web 
services.  The Domino web sites are composed of unstructured document 
databases.  Individual documents in the Domino database can be composed of 
ASCII text fields, Rich Text Format (RTF) fields, graphics, a file attachment 
of any type, or any combination of the above.  Documents and files of any 
type can be added to a Domino web site.  Templates provide tailored views of 
documents from within a web browser or Notes client.  The web replication 
feature of Domino automates the replication process.  During each replication 
cycle, the servers compare their document databases with those of the hub 
server and vice versa.  The differences in the data fields (or the delta) is noted 
and then exchanged between the servers. Use of ASCII Text and RTF fields 
provides the most efficient means of replication, as text fields are compared 
and only the differences in text are sent.  File attachments are treated as one 
data field, any change to an attached file would require the whole file to be 
retransmitted, which takes the least advantage of field level replication.  At the 
end of the replication cycle, all MTWAN servers at all sites contain an 
identical set of documents.  Transaction logging within Domino keeps track of 
the replication status.  If communications (or connectivity) are lost for any 
reason, replication will cease.  However, when communication is re-
established, replication will automatically recommence at the point it ceased, 
thus limiting duplication and consequently (often) expensive communication 
and satellite time. 

b. Domino web replication provides the capability for asynchronous 
collaboration between sites. Consequently operators at each site become 
information/knowledge managers with the responsibility of populating and 
managing each local site with documents, briefs and other pertinent 
information rather than on the mechanics of developing web pages. With a 
common MTWAN web site at each location, operators are able to browse the 
site on their local MTWAN LAN (or work station) without having to browse 
off-ship in order to reach the remote server, further reducing the bandwidth 
requirement/utilisation for external communications. 

c. The Domino Server  provides an open, secure web application server, a 
scalable server infrastructure and local/remote administration services for a 
MTWAN.  Domino servers can operate in a heterogeneous computing 
environment, including Microsoft Windows NT, 2000, Sun Solaris and Linux.  
The web application server also provides support for integrated Web security, 
native HTML, JAVA agents and services and an integrated Domino address 
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book. Finally, Domino provides native support for all the major internet 
standards and for Web applications, including CORBA support. 

d.  The Domino server interface has a task-oriented approach, easing deployment, 
use and management locally or remotely.  Domino R5 also supports 
messaging features to web browsers and Internet mail clients.  Furthermore, 
directory features are available to browsers and LDAP clients; discussion 
features are available to browsers and NNTP newsreader clients; and 
administration features are available to browsers as well as the Notes client.  
In summary, Domino makes it easy to design dynamic web applications that 
look and run the same for both the web and Notes clients. 

809 DOMINO FEATURES 

a. Replication.  The replication feature is the key to the distributed nature of 
Domino and Notes software and is one of the driving factors behind 
Collaboration at Sea.  Replication is best understood when compared with the 
traditional file-copy process, an all-or-nothing operation.  For example, a 
database on Server A also needs to exist on Server B.  With the file copy 
system, this is a simple task of copying the database from Server A to Server 
B.  However, problems will begin once users start adding documents to either 
of these copies; they will immediately become 'out of sync'. To regain 'sync' it 
would be necessary to re-copy the updated database from B to A.  However, 
this would then wipe out any changes that had also been made to server B.  
So, how is it possible to maintain a single database in multiple locations in a 
synchronized fashion? The answer lies in replication.  Instead of copying the 
whole database from Server A to Server B, you create a new database on 
Server B. The next time replication occurs between these servers, the source 
database and its replica exchange new and modified information. This can 
include an entire document or just updates in a document.  In simplistic terms, 
replication is Server A saying to Server B, "Give me all of your new and 
modified information since the last time we spoke, and I'll give you mine."   

b. Transactional Logging.  A transactional log provides a sequential record of 
every operation that has occurred during a given period of operation.  Logging 
helps to ensure complete data integrity for updates and will enable MTWAN 
to perform incremental database backups.  With transactional logging, 
Domino will permit 24/7 online server backup and recovery support. 

c. Administration. A central site is capable of administering servers separated 
geographically.  

d. Security.  Users accessing the Domino server over any supported Internet 
Protocol (IP) can now use SSL for certificate-based authentication and 
encryption.  It is also possible to issue X.509 certificates to Notes users or use 
X.509 certificates instead of Notes certificates. Notes clients can then use 



UNCLASSIFIED 
 ACP 200 

8-6 
UNCLASSIFIED 

these Internet-certificates for secure access to Web servers (SSL) and for 
secure Internet mail (S/MIME). Domino also supports VeriSign Global Server 
IDs that uses a 128-bit cipher when communicating with international 
browsers and servers over HTTP, NNTP, LDAP, IMAP or POP3.  Separate 
key rings for SSLv3 are supported for each Domino virtual server. This means 
each virtual server can have its own certified identity and can authenticate its 
users with its own set of certificates.  For file-level security, it is possible to 
implement access control for HTML, image, and other types of files in the file 
system. 

810 POSTING OF INFORMATION 
MTWAN web services are a suitable conduit for disseminating, sharing or publishing 
most information and/or data.  However, it is important to understand that the web is a 
“pull” rather than a “push’ system and therefore is not suitable for dissemination of 
urgent information that is of a time-critical or a tactical nature.  Notwithstanding this 
limitation, urgent and tactical information could be posted to the web providing the 
posting authority can ascertain that all of the intended recipients are able to access the 
information in a timely fashion.  This can only be done by means of a secondary 
communications service (voice call, email, message, text chat) to alert all recipients of the 
existence and whereabouts of the new information, (email should include a hyperlink), 
together with acknowledgment instructions.  In exceptional circumstances, it is possible 
to manually “force” the replication of critical information outside of the normal, 
automated replication cycle.   It should be noted that, although this procedure is safe and, 
in exceptional circumstances may be necessary, it also increases the overall data-flow and 
possibly creates additional stress on low/shared bandwidths. 
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WEB SERVICES STANDARD OPERATING PROCEDURES 

8A01 AIM 
The aim of this annex is to provide procedures for the employment of web services 
within a networked maritime environment. 

8A02 WEB ARCHITECTURE 
A MTWAN Web Site relies on an asynchronous hub and spoke architecture, which are 
managed by master servers at the Network Operations Center(s) (NOC).  The architecture 
minimises bandwidth consumption by replicating only changes in data between remote 
web servers and master servers.  Replication to the master servers can be scheduled to 
occur on any periodic basis, as dictated by the overall operational needs of the Task 
Group Commander.  External (off ship) connectivity is required only for replication of 
web site databases. This minimizes the requirements for connectivity and increases 
operational capability and effectiveness.  It also provides a means for continuing 
operations during short periods of EMCON silence. 

 
Figure 8-A-1: - MTWAN Architecture 

8A03 WEB ADMINISTRATION 

a. MTWAN Administration. A MTWAN Administrator is responsible for 
maintaining the portal to the web. This will include registering and supporting 
local web administrators, ensuring user registration requests are properly 
routed, overseeing system architecture, and tracking trouble reports. 

b. Web Developer. The Web Developer is responsible for developing the portal 
and assisting the web administrator as necessary. 

c. Ship Web Administrator. The Ship Web Administrator is responsible for 
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approving new users and assigning their access privileges to the local web 
site. They may be granted editorial privileges such as add, remove, and 
manage links on the home page and navigation pane. 

d. Functional Area Information Manager. The Functional Area Information 
Manager oversees all content within a given functional area to ensure the 
timeliness, relevancy and accuracy of information. Functional areas can 
include, but is not limited to Intel, METOC, AAW, SuW and ASW.  Duties 
include enforcing maximum file size rules, monitoring users' adherence to 
formatting rules, and assisting users. 

8A04 WEB SERVICES COMPONENTS 

a. Web Site. A MTWAN web site is intended for non-real-time collaboration 
and dissemination of operational information, and not for time critical tactical 
information.  It should be used for information that is of interest to external 
users and is not for local requirements. 

b. Design. A standard MTWAN web site could be designed for example with 3 
frames: 
• a left navigation frame placed vertically on the left side of the window;  
• an upper navigation bar placed horizontally across the top of the window;  
• a main viewing frame, the larger of the three, in the central part of the 

frame. 

The left navigation frame provides links to information of immediate concern, 
information about the organisation, and administrative tools for users.  The 
upper navigation frame provides links to information along traditional 
operational and administrative organizational lines.  The main window is the 
target area for viewing navigation results such as libraries, reports, and 
documents. 

Web designs must be standardized to provide a common look.  Templates will 
be provided for posting functional information.  A sample web-page is at 
Figure 8-A-2. 
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Figure 8-A-2: - Sample Web Page 
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8A05 POSTING DOCUMENTS  

a. Instructions for posting documents. 
• Select appropriate functional area and click the "New Document" button 

displayed above the categorized list of documents in the functional area. 
• The user will be prompted to authenticate using the Web Services 

username and password received in the registration process.  Upon 
successful authentication, the document input form will appear. 

• Enter document title in the subject field. 
• Assign a category to the document from the drop-down list or add a new 

category.  To add a new category, ensure the category drop-down list is 
defaulted to blank. 

• Select the appropriate classification for the document. 
• Enter or paste text into the content field and/or attach file. 
• Click Save button 

b. Guidelines 
• Use colored text to highlight important or changed items. 
• Move or eliminate unnecessary text to aid comprehension. 
• Use the formatting features provided in the template. (Formatting of text 

in a source file will not carry through to the final display when pasted into 
a template document). 

• Attach images or files to better present information. Graphics and other 
attachments are to be the minimum necessary to convey a message. 
Compression products such as Imagery Compression Engine (ICE) or PK 
Zip are to be employed. Attachments are not to exceed 2 Mbps. 

8A06 EDITING 
a. Documents are only to be edited or deleted by authorized users. Policy guidance 

should be promulgated by the Web Administrator to delineate rights and 
responsibilities. This should be posted in the Admin folder of the web page. 

b. Since the Web Services system only replicates changes in content, care should be 
exercised in making deliberate add-edit-delete decisions. 

8A07 WEB CHANGES 

Requests for changes to web design and/or functionality should be requested through the 
MTWAN Web Administrator. 
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8A08 MTWAN REPLICATIONS 
a. Replication should be set to occur IAW the OPTASK KM. 

b. Users should be cognizant that a number of replication cycles are often required 
to transfer documents from one unit to all participants. The accumulated 
replication time will be dependent on the total network architecture. 
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Chapter 9 
DISTRIBUTED COLLABORATIVE PLANNING 

901 INTRODUCTION 

a. Military forces rely upon shared information — news, thoughts, plans, and 
ideas.  This information is used to plan, deploy and execute operations. 
The act of sharing this information to develop plans collectively is called 
collaboration. As such, information sharing and collaboration are essential 
aspects to warfighting. 

b. Until recently, collaboration between dispersed units was confined to 
formatted messages, voice circuits, and tactical data sets. This limited both 
the scope of information that could be conveyed and the format which this 
information could be presented. Lengthy messages were often required to 
convey a commander’s plan and good comprehension skills were required 
to assimilate details and understand the commander’s intent at the other 
end. The system was formalized and best implemented by a ‘top down’ 
planning approach.  In such an environment, collaboration was limited. 

c. Today, real-time technologies, such as instant messaging chat, audio 
conferencing, shared whiteboards, screen sharing and application sharing 
provide a new, rich dimension to collaboration. Planning can effectively 
reach all members who need to be involved despite their geographic 
location. Information can be presented in a wider range of media formats. 
‘Bottom up’ planning and informal or offline planning provide alternative 
means of collaboration vice the traditional ‘top down’ and formal 
approaches. Real-time technologies have: 

• enhanced the relevancy of information. 
• improved assimilation of information by the warfighter. 
• promoted information sharing and the generation of new ideas. 
• increased the level of situational awareness and understanding. 

d. Furthermore, recent experiences have highlighted the effectiveness of 
employing these synchronous collaboration tools in combination with the 
asynchronous collaborative infrastructures such as E-mail and Web 
Services. 

902 AIM 
The aim of this chapter is to provide guidance for the employment of Distributed 
Collaborative Planning (DCP) within a maritime military environment. 
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903 OVERVIEW 

a. Importance. Critical to gaining and sustaining the initiative in warfare is 
the ability to stay inside the enemy’s planning-cycle time.  This requires 
real-time collaborative tools to store, share, and distribute information and 
knowledge to warfighters that may be geographically dispersed.  

b. Timeliness.  Real-time capabilities provide many benefits to maritime 
communication and collaboration.  These include: 

• Faster, better decision making, reducing the decision cycle.  
• Additional modalities of expression to communicate meaning, helping 

to make communication rich and complete. 
• Improved communication with the Task Group members.  
• Foster closer ties among the diverse Task Group members in a 

Coalition environment 

c. Effectiveness.  It is the combination of the awareness (who is available?); 
conversation (text, audio, video); and shared objects (‘here, let me show 
you’) features which provide the war fighter with a powerful collaborative 
tool. Together they make collaboration as convenient and as effective as 
face-to-face conversations. 
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Figure 9-1: - Collaborative Planning Spectrum 
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 DELIBERATE ADHOC Notes 
UNCONSTRAINED Daily Briefing Fireside Chat Documents provided in 

advance 
Replication able to take 
place 
Bandwidth Efficient 
Higher level tools such as 
VTC can be utilised 

CONSTRAINED Contingent 
Operations 

MEDIVAC 
SAR 
CRISIS 
THREAT 
WARNING 
RED 

No time to replicate in 
advance. 
Extensive use of 
Whiteboarding 
Bandwidth intense 
VTC not supportable due to 
extensive use of lower 
bandwidth tools 

Notes Planned 
Follows a set 
format 
Standard Topics 

Unplanned 
No Format 

 

Table 9-1: - DCP Spectrum 

d. Collaborative Planning Spectrum. Figure 9-1 and Table 9-1 illustrates 
the broad spectrum of planning that can be conducted using DCP. 
Generically, the spectrum can be delineated by time and to the degree the 
session is planned. This concept therefore enables DCP tools to be tailored 
for each type of meeting with a subsequent set of protocols being 
standardized for each session 

e. Awareness. Awareness makes real-time network conversations as 
convenient as deciding to talk to someone simply because one is aware of 
their presence. Effective real-time collaboration relies on the same ad hoc 
feeling as a hallway encounter, instead of making users go through 
cumbersome efforts to set up a simple meeting or a conference call. This 
facilitates the dissemination of information and improves situational 
awareness. 

f. Conversation. Critical to successful collaboration is the capability to 
select from a suite of tools to maximize efficiency and minimize any loss 
of information. Operators should have the ability to select from a suite of 
real-time conversation tools; instant messages, text chat, audio, and video. 
For quick clarification, chat may be appropriate.  Voice or video may be 
more efficient for longer or more detailed conversations. Other interaction 
may require the precision of the written word so that the accurate and 
complete meaning is captured and agreed upon. 
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g. Shared Objects. Collaboration between people predominantly involves 
conversation. Frequently, these conversations refer to some sort of object: 
a message, a presentation or the deployment of forces.  When some or all 
of the participants have shared access to that object, the conversation — 
the collaboration — is richer and more complete.  

h. Global Address Book.  The need for an integrated Global Address Book 
cannot be overemphasized.  This Global Address Book: 

• provides Awareness of who is on-line and available to collaborate 
synchronously 

• authenticates users in establishing DCP sessions 
• authenticates users in the access and posting of web documents 

i. Blending Asynchronous and Real-time Collaboration. The impact of 
real-time collaboration is maximized when it is combined with traditional 
or asynchronous collaboration. Together, they make computer-based 
collaboration a more natural way to work. This blend is critical, since 
users naturally move from one mode of interaction and work to another, 
usually without giving the matter much thought.  The value of these 
technologies is enhanced when they are integrated in a way that mirrors 
MTWAN business practices.  From real-time awareness, an operator can 
determine that a colleague is available to talk. In a blended real-time and 
asynchronous environment, the user could open a database and look up the 
name of the person the operator wants to meet with.  If that person is 
currently online, the user can engage them in an online meeting 
immediately; if not, the user could send them an e-mail to schedule an 
online meeting later.  Instead of replying to an e-Mail, a user could start a 
conversation with one or many e-Mail recipients.  After editing a 
document as a shared object, a user could save the revised document in 
any number of places, such as in discussion databases, bulletin boards, or 
internal Web sites, for review by others.  An informative online meeting, 
such as the Commanders Intent, could be archived. Colleagues who 
missed the meeting could replay both the conversation and the shared 
objects. 

j. Figure 9-2 highlights the possibilities in terms of synchronous and 
asynchronous collaborative tools with respect to the location of 
participants. 
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Figure 9-2: - DCP Characteristics 

904 CONFIGURATION 

Generically, there are three DCP configurations: peer to peer, server – client, server – 
server. These are represented in Figure 9-3, along with their characteristics. Peer-peer 
configurations are a low cost solution for engineering temporary interoperability between 
low number of users when a server is no available. Server-client configurations can 
support greater number of users and is more robust. In a hub-spokes environment servers 
could be connected, sharing the Global Address Book, and allow users to Collaborate 
across multiple Sametime servers. The server-server solution avoids a single point of 
failure and provides some load-sharing capability. 
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Figure 9-3: - DCP Configurations 

 

905 BANDWIDTH LIMITATIONS 

a. The configurations in Figure 9-3 assume efficient connectivity and high 
data rates.  In the low bandwidth maritime environment these conditions 
will seldom exist and in almost every circumstance efficiency of the 
Network, whatever its configuration, will be determined by the data rate 
achievable by the communications bearer.  It is therefore important that 
information management practices be implemented within all DCP 
sessions to ensure that information quantity and detail does not overload 
the network and prevent its subsequent use in a timely and effective 
manner. 
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b. Scalability, whether inherent in the tool or achieved through the selection 
of tool(s), combined with effective standard operating procedures are 
required to support DCP in a low bandwidth environment. 

906 SECURITY 

A MTWAN operates as a coalition secret high level network. Normal security procedures 
as for any other data or voice are to be followed. 

907 TOOLS 

Efficient, flexible, instantaneous communication is critical for successful Service, Joint, 
Combined and Coalition Operations.  DCP tools must meet these objectives as well as 
being intuitive and easy to use.  The selected DCP suite should provide the following 
tools and features to the MTWAN user: 

Awareness Knowledge of who is on-line and available for 
collaboration 

Text Chat Multicast or private mode chat over IP 

File Cabinet For retention of common documents 

Bulletin Board Interactive bulletin board in each collaborative session 

News Groups Running discussion news group capability 

Whiteboard Persistent on-line whiteboard capability 

Application Sharing Persistent sharing of applications across the network 

Screen Sharing Persistent and dynamic sharing of an Operators screen 
across the network 

Audio Broadcast or private mode audio over IP 

Video Common desktop VTC 

Knowledge Engines For visibility and retrieval of information  

Auditable Track changes capability 

908 REQUIREMENTS 

In a coalition environment, DCP requires a tool that: 

• is capable of providing reliable and scalable services within the constraints of 
the tactical communications environment. 

• supports both deliberate and adhoc planning. 
• supports the tool sets and functions listed in para 907. 
• conforms to the developing standards listed in Annex 9A. 
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909 CONCLUSION 

The adoption of DCP tools and processes are critical to improving the effectiveness and 
speed of the commander's planning and operational decision-making process.   This 
chapter outlines the scope, applicability and requirements of DCP.  It is for the 
commander to make the maximum use of this capability by clear direction in their 
operational intentions. 
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DCP STANDARDS 

9A01 Introduction 

The early adoption and implementation of agreed-upon standards was the key to 
widespread implementation and industry-wide innovation in networks.  The success of 
real-time collaboration will be no exception.  In each of the critical elements of real-time 
collaboration — awareness, conversation, and shared objects — there are varying degrees 
of standards development and industry acceptance.  The chief benefit of standards, of 
course, is the promise of interoperability among products, applications, and tools from a 
variety of vendors.  Furthermore, as standards are adopted and mature, they raise the 
level of functionality and ease-of-use across the entire spectrum of applications that are 
developed in accordance with those standards.  While the integration of awareness, 
conversation, and shared objects is critical to real-time collaboration, each element has 
unique characteristics that justify different protocols for each one. 

9A02 Standards 

a. Awareness — IMPP. Today there is no generally accepted standard for 
the exchange of awareness or presence information.  Awareness is a low-
overhead activity — the interactions are usually short in duration and there 
is little bandwidth required.  Currently, several companies have 
proprietary protocols for exchanging awareness information.  Lotus, 
Microsoft, and others are joined in an IETF effort to produce a single 
protocol.  This working group is called IMPP (Instant Messaging and 
Presence Protocol). 

b. Conversation — H.323. The requirements of conversation protocols 
differ greatly from awareness.  Conversations can be text, audio, or video, 
and therefore require varying levels of bandwidth.  For audio and video 
communications, the main protocol is H.323. The H.323 specification was 
ratified by the International Telecommunications Union (ITU).  H.323 
provides a foundation for audio and video communications across IP-
based networks, including the Internet.  Additional key benefits include: 

i. Interoperability.  H.323 establishes standards for compression and 
decompression of audio and video data streams, allowing 
equipment from different vendors to communicate.  H.323 also 
sets methods for clients to communicate capabilities to each other. 

ii. Platform and application independence. H.323 is not tied to any 
hardware or operating system. 
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iii. Bandwidth management. Video and audio traffic is bandwidth-
intensive.  Network managers can limit the number of 
simultaneous H.323 connections within their network or the 
amount of bandwidth available to H.323 application. 

iv. Security. H.323 addresses four general aspects of security: 
Authentication, Integrity, Privacy, and non-Repudiation.  These are 
important so vendor products can provide security measures to 
ensure privacy for the end user and to secure the corporate or 
service provider networks. 

c. Shared Objects — T.120. High interaction and long duration are 
characteristics of shared object sessions.  The T.120 standard contains a 
series of communication and application protocols and services that 
provide support for real-time, multipoint data communications.  
Established by the International Telecommunications Union (ITU), T.120 
is a family of open standards that was defined by leading data 
communication practitioners and is supported by Lotus, Microsoft, Intel, 
and many other vendors in the communications industry.  The T.120 
family of standards has the following benefits: 

i. Interoperability. T.120 allows endpoint applications from 
multiple vendors to be interoperable. 

ii. Reliable, multipoint data delivery. T.120 provides an elegant 
abstraction for developers to create and manage a multipoint 
domain with ease.  From an application perspective, data is 
seamlessly delivered to multiple parties in "real-time." Error-
corrected data delivery ensures that all endpoints will receive each 
data transmission. 

iii. Network transparency. Applications are completely shielded 
from the underlying data transport mechanism being used.  
Furthermore, T.120 supports vastly different network transports, 
operating at different speeds, which can easily co-exist in the same 
multipoint conference. 

iv. Application flexibility. While T.120 includes defined 
whiteboarding, application sharing, and file transfer protocols, it 
also provides a generic, real-time communications service that can 
be used by many different applications. 

v. Scalability. T.120 is defined to be easily scalable from simple PC-
based architectures to complex multi-processor environments 
characterized by their high performance. 
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DCP Standard Operating Procedures 

9B01 INTRODUCTION 

a. Distributed Collaborative Planning (DCP) can significantly improve 
overall warfighting planning processes whether in a Service, Joint, 
Combined or Coalition operation. By improving plan content and 
understanding, timeliness of plan development and objective plan 
assessment processes, commanders can make better and faster decisions 
while geographically dispersed. 

b. While efficient and effective employment of DCP tools can be a force-
multiplier, uncontrolled access and ill-defined procedures can result in 
degraded network performance, unnecessary (and excessive) bandwidth 
consumption, confusion, and time late information. Subsequently, DCP 
needs to be considered from an Information Management (IM) 
perspective. 

9B02 AIM 

The aim of this Chapter is to establish the framework for planning, controlling and 
participating in DCP sessions to ensure maximum effectiveness and efficiency.   

9B03 DESCRIPTION  

a. DCP is a set of applications or tools which enable geographically 
dispersed members to collaborate; collaboration is the act of sharing 
information to develop plans collectively.  

b. Toolset. Generally a DCP suite comprises the following synchronous and 
asynchronous tools and functions: 

♦ Awareness Knowledge of who is on-line and available for 
 collaboration 

♦ Text Chat Multicast or private mode chat over IP 

♦ File Cabinet For retention of common documents 

♦ Bulletin Board Interactive bulletin board in each collaborative 
 session 

♦ News Groups Running discussion news group capability 

♦ Whiteboard Persistent on-line whiteboard capability 
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♦ Application Sharing Persistent sharing of applications across the
 network 

♦ Screen Sharing Persistent and dynamic sharing of an 
 Operators screen across the network 

♦ Audio Broadcast or private mode audio over IP 

♦ Video Common desktop VTC 

♦ Knowledge Engines For visibility and retrieval of information 

♦ Auditable Track changes capability 

 

Kbps Chat WB Audio Sharing Video 
2.4 YES POOR POOR NO NO 

4.8 YES SLOW POOR SLOW NO 

16 YES YES POOR YES NO 

32 YES YES YES YES LIMITED 

64 YES YES YES YES YES 

128 YES YES YES YES YES 

Broadcast 
Type 

Periodic 
updates 

Periodic 
updates 

Periodic 
updates 

Periodic 
updates 

Continuous

 

Table 9-B-1 — Bandwidth Toolset Spectrum 

 

c. Bandwidth Consumption.  Bandwidth requirements for DCP is 
dependent on the particular DCP product used, the tool employed, the 
scalability features chosen (if available) and in cases of posting or sharing 
information, the file format selected. Diagram 1 depicts DCP tools relative 
to bandwidth consumption. 

d. Table 9-B-1 also reveals that DCP transmissions are typically of limited 
duration bursts. The exception is video, which is a continuous 
transmission. The implication is that numerous DCP sessions can often be 
supported if they involve burst transmissions. Diagram 2 illustrates the 
case in point. The use of a continuous transmission, such as VTC, will 
drastically increase the likelihood of network congestion, as evidenced in 
Figure 9-B-1. 
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Figure 9-B-1 — Bandwidth Aggregation 
e. Conference Types. The major distinctive features between DCP products 

are in the conferencing venue and whether the product is scalable. DCP 
products either employ a ‘public meeting room’ system or a private 
invitational system.  

f. In a meeting room system members conduct collaborative sessions in 
meeting rooms. This system makes it easy to establish a meeting providing 
members have the DCP application running. Members join via a lobby or 
common meeting place to be informed of the location of the meeting 
room. Well designed buildings (a suite of conference rooms) can make 
knowing the location of the conference room intuitive. i.e. A meeting 
involving the Task Group Logistic Officers would occur in the Logistics 
room. This requires a dedicated DCP administrator to establish planning 
rooms and buildings in accordance with the Plan of Day (POD). It does 
mean that operational users are not required to set up, or to know, the 
communication paths or other user addresses/locations; they need only to 
enter a pre-defined room to start or join DCP sessions. The system can be 
open, in that members without invitations can listen in, unless the room is 
capable of being locked as in CVW. 
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g. An invitational system is where members can only join once invited by the 
Session Leader. In the case of Sametime, this can occur even if the 
member does not have the application open. An invite system ensures that 
no uninvited guests can participate. 

h. Scalability. Some DCP products have built in scalability features. An 
example is COMPASS where different bandwidth / quality levels can be 
selected for VTC and voice. 

i. Type of Planning Sessions. Deliberate and adhoc planning sessions can 
be conducted in either a time constrained or unconstrained environment. 
Adhoc planning sessions tend to be less formalized.  Collaboration can 
therefore occur in a formalized (scheduled and controlled) or informal 
setting.  

9B04 USER ACCESS  

a. Access. Access to DCP applications should be restricted to personnel 
whom have an operational or tactical requirement. 

b. Employment. As indicated by its name, DCP is for collaborative 
planning. It is provided to share information of an operational or tactical 
nature. Common uses are to: 

• Develop operational or tactical plans 
• Briefing operational or tactical plans 
• Brief Commanders intentions 
• Discuss or report situations / events as they occur 
• Conduct review of plans or doctrine 

c. DCP is not provided to send personal correspondence or exchange 
greetings. Private use of DCP can easily result in network congestion. 

d. Role-based Access Control. Users should be granted access rights for 
DCP tools by the system administrator on a user requirement.  Figure 9-B-
2 depicts the likely result where a large number of personnel would have 
access to chat but as the tools become more bandwidth hungry, users 
access steadily declines. 



UNCLASSIFIED 
Annex B to Chapter 9 to ACP 200 

9-B-5 
UNCLASSIFIED 

Large

Few

P
ER

SO
N

N
EL N

O

Text C
hat

W
hite Board

Voice

Application Sharing

Screen Sharing

Video

Low HighBandwidth

 
Figure 9-B-2 – Operator Number Impact on Bandwidth Usage 

9B05 PLANNING ORDER 

a. Preparation. Where possible, planning sessions should be organized in 
advance and reflected in the Plan Of the Day (POD) or Schedule Of 
Events (SOE). This will ensure efficient allocation of resources, especially 
bandwidth. Special care should be exercised to observe all normal chain of 
command protocols and approval procedures.  

b. The benefits of informal or adhoc collaborations should be balanced 
against the additional bandwidth loading could impose on the network. 
The military commander/planner must balance time against the 
operational situation to determine whether to proceed in an orderly, 
unconstrained planning mode or in an adhoc mode. Ideally, higher 
bandwidth applications, especially VTC, should be left to programmed 
sessions. 

c. DCP Plan of the Day. The CTF/CTG should develop a POD for DCP that 
is based on inputs from operational commanders/planners. It should be 
reviewed by the CTF/CTG staff. As a minimum it should include: 

• Mission 
• Scenario synopsis/situation/status 
• Linkages to other activities or objectives 
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• Sessions start and end times 
• Session Leader and alternate (different locations recommended) 
• Participants 

d. DCP Planning Order. The Session Leader should release a planning 
order which publishes: 

• guidance and tasking well in advance of the DCP session 
• any participants DCP constraints (i.e. unit ‘x’ has no VTC capability) 
• early what information is top be provided by whom 

e. Planning for Degraded DCP Operations. Graceful DCP degradation 
procedures are required in the event of communications bandwidth 
limitations. Typically this is accomplished by “stepping down” to less 
bandwidth intensive DCP tools and services.  

f. Predefined User Communities. It is recommended but not necessary that 
predefined user communities such as Ops Planning, Intel, C4I watch and 
Logistics are established to reduce administration overhead and assist 
coordination.  

9B06 CONDUCT 

a. Authority. Units are to exercise positive control over the number and type 
of DCP sessions conducted. 

b. Season Leader. The initiating participant for a planning session is the 
Session Leader. The Session Leader is responsible for controlling the 
session. A key responsibility is the management of bandwidth demand. 

c. Establishing / Joining a session. To establish or join a session will 
depend upon whether a meeting room or invitational system is employed. 
In a meeting room environment all members should join the meeting place 
or lobby 10 minutes prior to the schedule start unless informed otherwise. 
For an invitational system, members should wait for an invitation. The 
session leader should issue the invitation 10 minutes before scheduled 
commencement unless briefed otherwise. 

d. Posting Material to a session. The use of objects in collaboration can 
enhance conversations. The benefits of posting material needs to be 
balanced by the additional bandwidth loading imposed on the network. 

e. Where possible, JPEG graphic formats should be preferred over higher 
memory formats such as Bitmap and TIF. Formats can be converted by 
using the ‘save as’ function and selecting a more appropriate format under 
the ‘save as type’ window. 
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f. Where, editing is not required, Powerpoint presentations should be 
converted to JIF files. This will significantly reduce the file size.  At the 
minimum powerpoint presentations should be saved in the ‘Presentation’ 
format rather than the other available formats. 

g. All files of a large nature should be zipped.  Files containing imagery 
should be compressed by ICE. 

h. Leaving / Closing a session. Members should indicate their intention to 
leave a session. The Session Leader will be responsible for closing a 
session.  

i. Inadvertent loss of session. DCP sessions should be re-established as 
soon as possible. In a meeting room system, members should rejoin the 
designated room as soon as possible. For an invitational system, members 
will have to wait until they are re-invited. 

j. VTC. Care should be taken to monitor and actively control video sessions.  
If left uncontrolled, video bandwidth requirements from ad hoc users 
could easily degrade performance of the entire DCP network, with 
significant reductions in data flow rates for all network users.  
Additionally, scalable DCP products that allow bandwidth setting should 
be left at the default setting unless stipulated by Command. 

k. Records. The Session Leader should keep a copy of any presentation 
given in a collaborative session. Each unit should retain a copy of all chat 
correspondence. All records should be retained for a minimum of two 
weeks, after which time they can be erased. The records should be stored 
in a folder specially created for holding records (with sub folders 
delineating days) to ensure individual records do not become misplaced. 
Where the Session Leader deems necessary, minutes should be made and 
disseminated. (Technology does not exempt the established procedures for 
meetings.) The use of screen capture feature (shift+ Print Scrn) is a useful 
way to record information. 

9B07 TOOL SELECTION 

a. DCP is most beneficial to the warfighter when the suite of DCP tools are 
used in combination. The most effective combination is the share program 
facility or whiteboarding facility used in conjunction with text and voice 
chat.  

b. Conducting meetings relying only on text chat is tedious and slow. The 
conduct of meetings tend to jump around because of the slow response 
time. By the time a participants types a message and then sends it 
(especially if lengthy), the discussion will have often moved on. A better 
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solution is to use text chat to support voice chat; ie. the session would 
principally be voice but where important information was reinforced on 
text chat. Important information would be information other participants 
would want to record, such as key timings, positions and orders.  

c. If a session is to be conducted principally with text chat, it is clear a 
procedural process is required. One recommendation, which is similar to 
tactical voice procedures is that a participant indicates first he/she wants to 
make an entry. The first such entry which appears has the ‘floor’ unless 
the conveyer or OTC beaks in. The participant with the ‘floor’ would 
indicate completion of the transmission where the process begins again. 

d. Careful consideration as to the best tool(s) to employ in a collaborative 
session will assist in the sessions objectives being met and efficient use of 
bandwidth. For example, if the collaboration was to review of an 
OPTASK signal. This could be easily accomplished by posting the 
document to the homepage and using chat and if necessary voice. Text 
documents need not necessarily need to use the application or screen 
sharing tool which are more bandwidth hungry. The synchronous and 
asynchronous combination has been proven to be very effective. Similarly, 
graphics, pictures or charts need not necessarily be the sole purview of 
screen or application sharing tools. The homepage may be a more suitable 
alternative if examination is necessary prior to the collaborative session. 

9B08 SECURITY 

a. Normal security procedures as for any other data or voice are to be 
adopted.  

b. Inadvertent transmission. Caution should be exercised with Voice and 
Video transmissions as unintended background discussions or classified 
material may be captured and broadcast. Unattended Video and Audio 
sessions may also constitute a security breach depending on the 
classification and need to know of the broadcast environment. It is 
recommended that headsets are used for all audio sessions.  

c. Multi-Level Security (MLS). DCP is currently limited to accessing 
common networks at the same level of security as there are no MLS 
devices. 

d. Firewalls.  Firewalls and filters should be configured to permit TCP/IP, 
FTP, and Multicast services transmissions.  Coordination with network 
administrators controlling participating platforms operating behind 
firewalls and packet filters is required.   
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e. Encryption Data rates.  Encryption equipment employed should support 
data rates necessary for video. 

9B09 NETWORK ENGINEERING 

As part of the DCP network planning process, the flowing considerations should be 
factored into the backbone network design: 

• Key sites requiring redundancy 
• Potential single point of failures and identified work-around solutions 
• Specific network bottleneck locations / equipment that might impact DCP 

across the entire backbone network (including encryption) 
• Impact of various types of transmission media on DCP processes ― the 

number of satellite hops, type of commercial landlines, packet loss etc 

9B10 PRINCIPLES OF EFFECTIVE MEETINGS 

a. The convenience and user friendliness of DCP does guarantee 
collaborative sessions will be effective. The principles that govern 
effective meetings and military appreciation and planning remain as 
relevant and important (if not more). In fact, the ability to connect anyone 
with access to the network, will mean that many who participate will be 
uneducated and inexperienced in conducting successful meetings. 

b. The following general principles are worthy to consider: 

i. Employ an agenda to help control the direction of a meeting. 

ii. Solicit input for an agenda and circulate the agenda well in 
advance.  

iii. The Session Leader should consider summarizing what has been 
agreed or discussed for each agenda item. 

9B11 WARNINGS AND PRECAUTIONS 

The following is a listing of warnings and precautions that network administrators should 
be cognizant of: 

a. Bandwidth Loading. DCP Network Administrators and Mission Planners 
should be aware of bandwidth limitations and traffic demands on the 
network, not only from their own DCP session tools, but also from other 
systems sharing the network.  Network overload can result in loss of DCP 
capabilities, and interruption of data exchange for other network users. 
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b. Inadvertent Transmission. Mission Planners should ensure microphones 
and cameras are deselected when not in use. Failure to do so will result in 
unnecessary bandwidth usage and may constitute a security breach.  

c. Central Processing Unit (CPU) Loading. Some applications are 
computing-intensive as well as bandwidth-intensive. It is common for a 
number of applications to be running at the same time. The CPU load 
should be monitored. If the CPU load exceeds 50%, the operator should 
consider shutting down some applications.  

d. Overuse of Action Planning.  The convenience of real-time technology 
combined with the awareness capability (see DCP CONOP) will increase 
the number of action (or impromptu) planning sessions. This will no doubt 
improve the dissemination of information and ideas, but if uncontrolled, it 
could also result in network congestion and the associate flow-on effect. 
Stringent user access, formalized procedures and education will avoid 
these problems. 
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Chapter 10 
MTWAN NETWORK ARCHITECTURE 

1001 INTRODUCTION 

A MTWAN comprises several autonomous systems, including: Task Group Area 
Network (TGAN), Maritime Marine Force (MMF) and the Maritime Air Group (MAG). 
The MAG architecture is not yet defined and will be included at a later date.   The high-
level network concept, first defined in Chapter 2, is a collection of maritime forces, shore 
forces, and shore communication stations, connected by a diverse collection of 
communication subnets as shown in Figure 10-1.  

MTWAN

CA
Ship

CA
Ship

UK
Ship

US
Ship

US
Ship

NZ
Ship

AU
Ship

TGAN WAN
Backbone

TGAN AS
Unit

3
MMF
AS3

Unit
2

MMF
AS2

Unit
1

MAG
AS1

BGP4

BGP4

BGP4

BGP4

BGP4

CA
WAN

NZ
WAN

AU
WANUK

WAN

US WAN
CFMCC

Allied WAN
Backbone

BGP4
BGP4

BGP4

BGP4
BGP4

BGP4
BGP4

 

Figure 10-1: - MTWAN Overview 
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1002 AIM 
The aim of this chapter is to detail the architecture for a MTWAN  

1003 TECHNICAL ARCHITECTURE  

a. System Architecture.  A MTWAN domain architecture is driven by 
the limits imposed by using standard routing protocols in order to 
achieve the operational connectivity.  Routing will be accomplished 
using the standard IP protocols OSPF and PIM for interior-domain 
routing, and BGP4 for exterior-domain routing.  The result is that the 
world will be divided into Autonomous Systems (AS) and areas within 
an AS, as shown in Figure 10-2.  The areas within an AS are 
connected by backbone subnets.  
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Figure 10-2: - MTWAN Autonomous System Description  
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An AS can have more than one exit point to other AS.  When two or more exit 
points exist, some information must be provided to the interior routers  to 
decide which BGP4 border router to select to reach an exterior destination.  
The multiple BGP4 border routers need to exchange routing information to 
support multiple entry and exit points of their own AS. This may be 
accomplished by running interior BGP4 or redistributing BGP routing 
information to OSPFDetailed information on the routing domain architecture 
can be found in chapter 14. 

b. MTWAN Node Descriptions 

(1) Generic MTWAN Afloat Node Architecture.  The generic node 
configuration for a ship is shown in Figure 10-3.   
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Figure 10-3: - Generic Ship Node Configuration 

For multi-member RF subnets, an MCAP (combined CAP and CRIU) 
acting as an Ethernet bridge, is required to support IP forwarding. The 
MCAP has an Ethernet connection to the TGAN router and a synchronous 
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serial connection to a cryptographic device.  It should be noted that, due to 
the low data rates over RF, this connection will not be able to support the 
full load of an Ethernet connection.      

On a point-to-point full-duplex link, the TGAN router will be connected 
directly to a cryptographic device via a synchronous serial interface.  

The GBS router will interface the GBS receiver to the shipboard Ethernet 
LAN via a static routing serial port. There will be no exchange of routing 
information over this link. 

MMF Node.  This node includes the MMF LAN, the MMF router, and the 
MMF links.  The MMF can also use other ships MTWAN subnets by 
connecting to a MTWAN router using BGP4.  The connection to other 
coalition MMF will use BGP4 between the MMF routers.   

(2) Generic Shore Node.  Figure 10-4 is the generic shore node 
configuration.  The purpose of this node is to connect a MTWAN to an 
allied WAN AS.  
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Figure 10-4: - Generic Shore Node Configuration 
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The shore node serves as a gateway between the MTWAN and an allied 
WAN. It also provides services such as mail and COP distribution..  The 
shore node is connected to an Allied WAN using BGP4. 

Each shore node can support multiple MTWAN ASs as shown in Figure 
10-5.  Each MTWAN AS will have it own  router, which will be 
connected to the other MTWAN border routers, and to the allied WAN 
using BGP4.  The use of a separate shore AS is optional, and is mainly 
used to support network security.  

 
Figure 10-5: - Multiple Shore MTWAN Connections 

 

 (3) Generic CFMCC Node. The CFMCC will normally be located ashore, 
either co-located with a MTWAN shore node or attached to an allied or 
national WAN. In principle, the CFMCC could be afloat, if adequate 
bandwidth is available. Figure 10-6 illustrates the generic configuration. 
CFMCC provides the tailoring of the COP and web-based information 
services to support MNTG operations.  The CFMCC node will use BGP4 
to connect to the WAN backbone.  
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Figure 10-6: - CFMCC Node 

 

1004 COMMUNICATION LINKS 

The backbone subnets within a MTWAN AS consist of both point-to-point links and 
multimember (shared) subnets.  Wide ranges of subnet combinations exist, as shown in 
the Figure 10-7. Subnets that can be employed with a  MTWAN are described in Chapter 
15, 
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Figure 10-7: - MTWAN Subnet Combinations 

There are two types of communication links, point-to-point and multi-member. Some of 
the point-to-point links are SHF SATCOM and INMARSAT.  The bandwidth available 
to each ship is fixed by the link bandwidth.  Congestion in a hub and spoke network 
would take place in the hub when many ships are trying to send to one ship. The multi-
member subnets, such as UHF SATCOM, require some form of reservation protocol, as 
implemented in the MCAP,  to share the available bandwidth.  

1005 Security Architecture 
The security architecture is designed to promote the flow of information at the tactical 
level while abiding by Allied security policies. This is achieved through a layered system 
of networks with a peer to peer tactical network isolated from Coalition and National 
networks by Boundary Protection Devices (BPD). The protection mechanism(s) between 
a MTWAN and National Networks will be consistent with the security policy of the 
respective nation. Network security details can be found in Chapter 5. 
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AMPHIBIOUS OPERATION STANDARD OPERATING 
PROCEDURES 

10A01 INTRODUCTION 
The requirement to support marine elements with a MTWAN imposes further 
complexities to network design and management. The principle challenge to have a 
network that can facilitate the transition from the CATF to CFLCC while not impeding 
operations. 

10A02 AIM 

The aim of this Annex is to present a potential solution for supporting amphibious 
operations. 

10A03 PROCEDURE 
A Multi-national Marine Force (MMF) amphibious operation is a four step process which 
consists of transit, assault, lodgment and sustainment.   A typical network configuration 
in the transit phase is shown in Figure 10-A-1. 
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Figure 10-A-1: - MTWAN Transit Network Connectivity 
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In this example , three MMF units are located on three amphibious ships. Unit 2 is a US 
Marine force on a US ship. Unit 1 is a UK Marine force on a UK ship.  Unit 3 is an 
Australian Forces on a AU ship.  The ships are part of the TGAN autonomous system 
(AS).  Each MMF unit consists of a collection of host computers, LANs and routers, 
which operate in a separate MMF autonomous system, connected to the ships TGAN 
autonomous system using the BGP4 protocol as shown in Figure 10-A-2.  Any 
communication between the MMFs in the transit phase would use the TGAN backbone 
subnets. 
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Figure 10-A-2: - MMF Node Configuration in Transit Phase 

 
In a typical  assault phase the network connections are shown as in the example, Figure 
10-A-3. 
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Figure 10-A-3: - MTWAN Network Connection in Assault Phase 

 
In this phase the MMF units have disembarked and set up subnets back to the units 
command ship.  The MMF units remain in their own AS.  Any communications between 
the ashore units will be through their command ships and over the MMF backbone 
subnets.  The ship node configuration remains the same as in the transit phase except the 
MMF subnets are placed in operation. 
 
Typical  MMF shore nodes are shown in Figure 10-A-4.  
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Figure 10-A-4: - MMF Shore Node Configurations – Assault Phase. 

 
The ship node in the assault phase is shown in Figure 10-A-5. 
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Figure 10-A-5 - Ship Node in Assault Phase 

 
A typical lodgment phase configuration, shown in Figure 10-A-6, is where the three 
MMF units establish a subnet between their AS.  This removes the dependency on the 
MTWAN backbones subnets for unit to unit connectivity. 
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Figure 10-A-6: - MTWAN Network Connection in Lodgment Phase 

 
The general MMF unit node configurations are likely to be as shown in Figure 10-A-7.  
In this configuration the MMF node will include a router connected to another MMF 
network using BGP4.  
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Figure 10-A-7: - MMF Network Nodes in Lodgment Phase 

 



UNCLASSIFIED 
Annex A to Chapter 10 to ACP 200 

10-A-6 
UNCLASSIFIED 

A typical sustainment phase is shown in Figure 10-A-8.  In this phase there is actually a 
transition step when the direct connection to the Allied WAN is established and the 
subnets to the MTWAN are still in operation.  The final phase would be when the 
MTWAN subnets are no longer used.  The connection to the allied WAN would be 
established by Unit 2 only and Units 1 and 3 connections to the allied WAN would be 
through unit 2. 
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Figure 10-A-8: - MTWAN Network in Sustainment Phase 

 
The node configuration for unit 2 in the sustainment phase is shown in Figure 10-A-9.  In 
this example, this node acts as the gateway for other MMF nodes to the shore CWAN.  
The connection to the ship can be deleted as required.  All other MMF nodes remain the 
same as the lodgment phase. 
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Figure 10-A-9: - MMF Unit 2 Node Configuration in Sustainment Phase 
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Chapter 11 
 NETWORK TRAFFIC PRIORITIZATION 

1101 INTRODUCTION 

The limited bandwidth available in  maritime tactical networks is often insufficient to 
effectively transport the total offered traffic. Furthermore, the best-effort nature of IP 
networking can result in significant performance degradation when a network approaches 
overload. To minimise the operational impact of these effects, it is highly desirable to 
implement prioritization techniques to ensure that more important traffic is afforded an 
improved grade of service. 

 
1102 AIM 
 

The aim of this chapter is to  address the requirement for traffic prioritization 
mechanisms and procedures. 

1103 OVERVIEW 

a. Bandwidth Reservation.  Bandwidth may be reserved in the network on 
the basis of a number of criteria, including source address, destination address, 
source port, destination port, protocol type, or Type of Service (TOS) byte value.  
When enough features are selected (such as source address, destination address, 
and protocol type), bandwidth is reserved for a single flow.  Bandwidth may also 
be reserved for a single class of traffic, perhaps indicated by the TOS byte value.  
Control information must be exchanged to set up any bandwidth reservation and, 
therefore, is a connection-oriented operation.  Reserving bandwidth on a per flow 
basis provides a finer grade of control at the expense of an increase in overhead 
and more complicated network management.  Reserving bandwidth for a 
particular traffic class reduces overhead but may require additional control at the 
network injection points so that the number of flows of a particular type do not 
overwhelm the available reservation.  Reserved bandwidth is made available to 
other traffic when it is unused 

b. Differentiated QoS. 

(1) Traffic Management.  Traffic arriving at a network node may receive 
access to transmission opportunities on the basis of its identifying 
characteristics (such as source address, destination address, and traffic 
class).  This is often referred to as “priority.”  Strictly speaking, the term 
priority implies a linear ordering on the arriving traffic types; however, 
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more sophisticated mechanisms for allocated transmission assets are 
available.  Bandwidth allocation mechanisms, or schedulers include: (i) 
First In-First Out (FIFO), (ii) strict priority mechanisms, (iii) mechanisms 
which allocate transmission opportunities in an unequal fashion such as 
weighted round robin and Weighted Fair Queuing (WFQ).  There are also 
other mechanisms, as well as various combinations.  FIFO schedulers are 
the default mechanism for IP networks that provide undifferentiated 
service.  All traffic is equal and the oldest traffic enqueued is served first.  
Strict priority mechanisms serve all traffic of higher priority waiting 
before any traffic of a lower priority is transmitted.  Traffic requiring 
timely delivery,  may be assigned a higher priority than traffic which is 
not delay-sensitive.  Without any further constraints, traffic of the highest 
priority if arriving in sufficient quantity, may deny service to any other 
traffic.  To prevent this, there is some merit in applying bounds on the 
amount of bandwidth allocated to each priority if strict priority scheduling 
is to be employed.  WFQ and related schedulers can, through manipulation 
of the weights, provide relatively more service to one class over another 
without denying service to any.  Thus, a form of “soft priority” is 
maintained.  

(2) Buffer Management.  Traffic waiting for transmission must be buffered.  
Just like transmission bandwidth, buffer space is a finite resource at each 
network node.  In the presence of congestion, the buffers will fill and 
eventually traffic must be dropped.  The default mechanism is ‘tail drop’ 
where traffic arriving at a node with full buffers is dropped.  As traffic 
dropping is detected (e.g by higher layer protocols such as TCP operating 
at the source) the traffic injection rate can be reduced to help relieve the 
congestion in the network.  Schemes besides ‘tail drop’ may be employed 
to manage buffer resources at a network node.  Traffic which is time-
sensitive and which has already expired may be dropped from the buffer 
to make room for a packet just arrived to a full buffer.  Other mechanisms 
such as Random Early Drop (RED) begin to drop packets randomly as the 
buffers fill with the dropping probability increasing with buffer size.  
Higher layer mechanisms such as TCP are thereby given a chance to react 
more quickly to network congestion.  A scheme which applies random 
early dropping to different traffic classes differently is called Weighted 
Random Early Dropping (WRED). 

c. Control Mechanisms. 

(1) Admission Control.  Mechanisms that control the amount of traffic 
entering the network at injection points perform admission control.  Such 
mechanisms are needed when bandwidth is reserved for a flow, for 
example, to insure that the offered traffic load does not exceed the 
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bandwidth reservation.  It is possible that no admission control is 
performed, particularly for best-effort traffic.  

(2) Flow Control.  Flow control mechanisms act to control the amount of 
traffic entering the network from flows already admitted.  Flow controls 
include those that are feedback-based and those that are not.  Feedback-
based controls rely on responses from destinations to indicate congestion.  
The most widely deployed of these is TCP.  TCP uses acknowledgements 
of packet receptions from destinations to assess network congestion levels 
and control traffic injection appropriately.  Examples of flow control 
mechanisms that do not rely on feedback are ‘source quench’ techniques 
and ‘traffic shaping’ mechanisms.  In the former, explicit notification of 
congestion is sent back to sources with a request to limit their injection 
rates.  In the latter, sources unilaterally enforce limitations on the traffic 
they offer to the network.  Among traffic shapers, leaky bucket shapers are 
the most widely deployed. 

1104 IMPLEMENTATION OF COMMANDER'S POLICY 

a. Operational requirements.  A commander will have a position on  the 
relative importance of particular classes of traffic, and of specific information 
sources or destinations.  This view will change as an operation develops. 
Therefore, the priority mechanisms must be able to be reconfigured as 
necessary to respond to these changes. 

b. Application requirements.  Some applications may require enhanced quality 
of service for effective operation - for example voice over IP. However, these 
applications may not be as critical as others to the success of the operation. 
Again the decision on the priority mechanisms to be used and priority level to 
be assigned must be derived from the commander's policy. 

c. Policy interpretation.  The selection of priority mechanisms and assignment 
of priority to specific classes of traffic and source, destination addresses will 
be co-ordinated by the primary NOC.  
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1105 IMPLEMENTATION 

a. Configuration.  Individual platforms will configure their network elements 
(e.g routers, traffic shapers) in accordance with direction from the Primary 
NOC.  

b. Monitoring.  The NOCs will monitor traffic flow. If necessary, the NOCs 
will vary the priority instructions to respond to changes in traffic demand. 

1106 CONCLUSION 

The use of prioritization is important to maintain effective operation in bandwidth-
limited networks. The network manager is responsible for the management of the priority 
mechanisms to meet the commander's operational requirements. 
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Chapter 12 
NETWORK MANAGEMENT 

1201 INTRODUCTION 
 
Network Management is the process of controlling a complex data network to maximise 
its efficiency and productivity. It is therefore a critical aspect for any wide area network.  
 
1202 AIM 
 

The aim of this chapter is to provide guidance for the Network Management of a 
maritime tactical WAN.  

1203 OVERVIEW 
 

a. Network Management (NM), which includes configuration, performance, 
fault and security management, takes place within nodes (i.e. LAN) and 
throughout the wider network (i.e. WAN)  

 
b. From a WAN perspective, NM is commonly associated with the duties and 

responsibilities of a Network Operations Centre (NOC). A NOC while 
logically in one location, could physically be in a number of locations (i.e. 
distributive in nature). 

 
c. Depending on the design of the MTWAN, there will be a number of NOCs.  

There will normally be three types of NOCs Primary NOC, National NOC, 
and Node Level NOC. 

 
 

1204 NM ARCHITECTURE (HIERARCHY) 
 

a. Primary NOC. The MTWAN NOC or primary NOC provides a single point 
of contact for network services within a maritime tactical network. The 
provision of services to this network and for coordinating connectivity of 
national NOCs to the network is a MTWAN NOC responsibility. 

 
b. National NOC. The national NOCs are responsible for coordinating network 

services within their national boundaries and to coordinate activities with the 
primary NOC.  

 
c. Node Level. Individual nodes are responsible for management of local 

network elements. Each platform will have a limited capability to provide 
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network management services on the LAN and is responsible first to the 
national NOC and then the primary NOC for overall network services. 

1205 NM ELEMENTS 

The elements of network management are:  

a. Configuration Management which controls the behaviour of the network and 
can be considered to comprise: 

(1) Configuration, monitoring and control of routers, other SNMP-managed 
network devices and CAP/CRIU; 

(2) Provisioning, bandwidth management and monitoring; 

(3) Route Policy Management (which networks carry transit traffic, diversity 
routing, tunnelling and overlay network management, security service 
levels for routing protocols, etc.); and  

(4) Management of DNS, network time service, and other required 
infrastructure services 

b. Performance Management which measures the performance of the network 
hardware, software and media. It comprises: 

(1) Monitoring of Links, Routers, network connectivity and Services;  

(2) Net loading, congestion control monitoring; 

(3) Performance optimisation for bandwidth-disadvantaged users; 

(4) Service Prioritisation; 

c. Fault Management 

(1) Fault detection, isolation and troubleshooting; 

(2) Fault-logging and analysis. 

d. Security Management which control access to information on the network, 
and can be considered to comprise: 

(1) Intrusion detection and response, including co-ordination of multiple 
detections received from diverse locations; 
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(2) Vulnerability assessment; 

(3) Security Policy Establishment, Monitoring, & Enforcement; 

(4) Firewall Management; 

(5) Response Centre activities (route attack notifications to CERTs, co-
ordinate fixes); 

(6) Guard Management (“Guards” = devices connecting 2 or more networks 
running under different security policies and/or sensitivities, e.g., a guard 
which connects the US National networks with the MTWAN); and 

(7) Encryption Device Management (e.g., TACLANE/FASTLANE 
Management). 

e. Administration which comprise the generation of reports, pertaining to:  

(1) Robust Network Management under varying operational conditions (i.e., 
EMCON); 

(2) DNS Co-ordination; 

(3) Interface with other non-MTWAN network management entities (e.g., 
national NOCs and their network management systems); 

(4) Provisioning requests up to national NOCs; responses down to MTWAN 
NOC; 

(5) Critical fault alerts/alarms sent up to national NOCs; and 

(6) Configuration and performance summary status/statistics sent up to 
national NOCs.  

1206 REMOTE OR LOCAL MANAGEMENT 

a. Centralised, remote management of the MTWAN elements by a NOC will be 
more efficient than co-ordinated local control. Remote management reduces 
the need for additional skilled staff on each mobile unit, minimises the risk of 
errors in configuration, and permits rapid reaction to events. However, the 
capability for remote management is limited at present by national policy. 

b. National policies may prohibit remote control of network elements for safety 
or system integrity reasons. Monitoring may be acceptable, if specific 
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equipment items can be configured to respond to remote requests for status 
information but ignore control messages. Network management procedures 
and protocols must be secure.   

 

1207 GENERATION OF REPORTS 

An MTWAN NOC will provide network status information to the CTF, to network 
members and to the higher level Allied WAN management system.   This information 
must be kept current and will be presented as a Web page. To enable an MTWAN NOC 
to collect and collate the latest status information, all platform network managers are to 
provide local status reports on a regular basis (or at least, when there has been any change 
since the last report). The NOC will compile these into an overall status report. 

1208 SECURITY RESPONSIBILITY 

The MTWAN NOC should provide a capability for intrusion detection, primarily to 
minimise unauthorised traffic over the MTWAN. 

1209 TOOLS 

Several tools are available to facilitate network status and traffic load monitoring, as well 
as tools using SNMP to implement centralized or remote control of network elements. All 
platforms should, as a minimum, have the ability to monitor local network status and 
traffic performance. 
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NETWORK MANAGEMENT SOP 

12A01 INTRODUCTION 

The management of an MTWAN involves monitoring the operation of application 
servers (ie Domino, Sametime and mail servers), network servers (i.e. DNS and multicast 
transport protocols) and network devices (i.e. routers). Network Management (NM) also 
includes the collection and analysis of network statistics to assist with troubleshooting of 
network or application problems, network optimisation and future planning.  

12A02 AIM 

The aim of this Annex is to provide the standard operating procedures for managing an 
MTWAN Network. 

12A03 SCOPE 

NM services to be supported within a typical MTWAN will be limited to: 

• Gathering LAN and WAN traffic statistics to support future planning and 
network optimisation; 

• Monitoring the health of network devices and application servers; 
• Monitoring the operation of network services and C2 applications; 
• Identifying network changes; and 
• Troubleshooting network and application problems. 

12A04 NETWORK MANAGEMENT TOOLS 

Simple Network Management Protocol (SNMP), an Internet Protocol, is the principal 
means employed to conduct NM. SNMP defines a set of parameters that a network 
manager can query (Management Information Base), the format of NM messages and the 
rules by which these messages are exchanged. Openview and Network Node Manager 
from HP, Tivoli Netview from IBM, Spectrum from Aprisma and WhatsUpGold from 
Ipswitch are common commercial tools that have been successfully employed in 
MTWANs. These tools have different capabilities, and user interfaces. Selection and 
installation of NM tools will be a national issue  

12A05 NETWORK MANAGEMENT STRATEGY 

a. A MTWAN NOC will be operated on a 24/7 basis.  The MTWAN Network 
manager will be responsible for the following: 
• Configuration of routers, servers and user workstations; 
• Installation of NM station; 
• Installation of applications and network services; 
• Configuration of WAN links including CAP/CRIU, radio  
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• Configuration of cryptographic equipment; 
• Configuration of applications and network in support of EMCON; and 
• Collection of local network statistics. 

b. Network statistics will normally include protocol distribution; packet and byte 
counts sorted by protocol or by host, connection matrices, and error counts on 
different protocol layers. 

c. Unit network managers must ensure that network devices, application servers, 
clients, and WAN interfaces on the local network have been correctly 
configured and remain functional. 

d. NM stations will be capable of processing SNMP traps (unsolicited messages 
sent by an SNMP-enabled host indicating it is not fully operational) received 
from local hosts. The NM stations are to be configured to automatically 
generate audible alarms and notification messages whenever a trap is 
received. 

e. The MTWAN NOC will manage AS Border Routers, network services (such 
as DNS, mail server, and multicast transport applications) and application 
servers (such as Domino and Sametime) for the MNTG. 

f. Performance of the local network and its hosts must be continuously 
monitored. An automatic alert will be generated when warning or critical 
threshold limits for the network (such as error rates) or computing resources 
(such as memory and disk space) have been reached (or are being 
approached). 

g. Under the direction or co-ordination of the MTWAN NOC, unit network 
managers will assist with the analysis and resolution of network and 
application problems as required. 

h. Network bottlenecks are most likely to occur on low speed RF links and 
therefore NM traffic over these links must be kept to a minimum. A unit NM 
station shall only discover and manage hosts on its local network. No traffic 
generated by the local automated NM processes (such as network discovery) 
must be allowed to travel further than the unit’s Area Border router. 

i. The NOC will monitor and provide a consolidated view of the health of the 
network backbone (Area 0). The view will also include the status of MNTG 
application servers. The view will be updated at least every 30 minutes and be 
accessible to units network managers via a Web browser.  

j. Under the direction or co-ordination of the NOC, units network managers will 
conduct the analysis of network statistics to identify potential problems, and to 
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anticipate and plan for additional hosts and services. 

k. An FTP server is to be provided at the NOC to support the collection and 
storage of software and configuration information for all configurable network 
devices and services within the MTWAN in support of a specific exercise or 
operation. 

12A06 NETWORK MANAGEMENT TOOLS SET -UP 

a. To establish NM tools discussed above, the following installation and set-up is 
required: 

(1) Install Mchat (a multicast text chat for use by network managers). 

(2) Select a suitable computer to be the NM station and install NM software. 
If the computer is being used for other applications, ensure that these will 
not be affected by the NM functionality. 

(3) Set up a Web server on the NM station to let users view the NM 
information using a Web browser. Enable Web server security to grant 
users “read-only” access to the Web pages. 

(4) Enable SNMP on all hosts and set their “read-only” Community Name 
(editing SNMP Agent’s Management Information Base {MIB} is not 
allowed). 

(5) Use the “Lookup” tool provided by the NM software to resolve IP 
addresses and names (forward and reverse mapping) of the local hosts 
using DNS. Rectify any DNS problems encountered. 

(6) Enable the Network Mapping function of the NM to discover the local 
network up to the local Area Border routers and generate a topology map. 
The map will include all the active interfaces of the routers. Set the default 
polling interval for the network discovery and monitoring to 30 minutes. 
For routers and servers, which are critical components of the network, the 
polling interval should be set to no longer than 10 minutes. 

(7) Enable the monitoring function of the NM software to monitor the status 
of local hosts, the services running on those hosts and the WAN links. 
Colours and symbols will be used to indicate any changes to the network. 

(8) Enable the collection of local network statistics. 
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12A07 TROUBLESHOOTING 

a. The most common problems that occur in an operational IP network are: 
• Slow Responses; 
• Connectivity Problems; and  
• Application Problem. 

b. Slow Responsiveness 

(1) When an application is running slowly, the cause of the problem may be a 
congested network or an overloaded server. 

(2) Use NM tools to collect and analyse network statistics to determine 
whether the network is congested. If it is, identify hosts and applications 
that are causing the congestion and then co-ordinate with the NOC to shut 
down non-essential bandwidth users. 

(2) Request the network manager of the remote server to determine whether 
the server has too many clients and therefore it is overloaded, and then 
contact the NOC for problem resolution. 

b. Connectivity Problem 

(1) When connection to a remote server cannot be established, the problem 
may be caused by one of the following: DNS; unreachable host; or 
routing. 

(2) Use the Lookup tool to verify name & address resolutions and resolve any 
DNS problems. 

(3) Use Ping command to verify that the remote host is reachable. 

(4) If the remote host is unreachable, verify with the remote network manager 
that the remote host is operational. 

(5) If the remote host is operational, use the ‘TraceRoute’ command to locate 
any routing problems and inform the NOC of the problems. 

c. Application Problem 

(1) The most likely causes of application problems are: 
• Remote server hardware is faulty; 
• Remote server software is badly configured; and/or  



UNCLASSIFIED 
Annex A to Chapter 12 to ACP 200 

12-A-5 
UNCLASSIFIED 

• Local client software is badly configured. 

(2) Verify with the NOC that the remote server is operational and the local 
software configuration is correct. In coordination with the NOC resolve 
any configuration problems. 
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OPTASK NET 
(CONFIDENTIAL WHEN COMPLETED) 

A1. Purpose 

This OPTASK provides adequate information and direction to setup and configure a 
Maritime Tactical Wide Area Network (MTWAN). 

A2. Objective 

Provide maritime units operating with a multinational task group with the capability to 
maintain access to an allied tactical network. 

B. ADMINISTRATION 

B1. Period 

Effective on order. 

B2. Scope 

Provide the technical information for the provision of an MTWAN including the setup, 
configuration, maintenance and management.  

B3. Change Management 

Proposed changes are to be forwarded to the AUSCANNZUKUS Permanent Secretary 
for staffing by AUSCANNZUKUS IAW ACP amendment procedures. 

B4. References 

B4.1. ACP 200 Networking at Sea 
B4.2. OPTASK COMMS 
B4.3. OPTASK KM 
B4.4. OPTASK FOTC 

C. DUTIES 

C1. CTG Network Manager  

C2. NOC Manager 

C3. Unit Network Manager 



UNCLASSIFIED 
Annex B to Chapter 12 to ACP 200 

12-B-2 
UNCLASSIFIED 

D. NAMING AND ADDRESSING 

D1. Unit name 

D2. IP address/Mask 

D3. Multi-cast group and class D address 

D4. DNS Root Server(s) 

D5. Domain responsibility 

D5.1. Primary (Primary NOC/service.country/primary IP address/secondary IP 
address) (eg: MTWAN NOC/NAVY.US/A.B.C.D/A.B.C.D) 

D6. Host names and IP addresses 

E. ROUTING  

E1. AS number 

E2. Bandwidth 

E3. OSPF settings (area/dead time/hello interval/retransmit/cost)  

E4. PIM settings (mode/ R/V point) 

F. SUBNETS 

F1. UHF SATCOM 

F1.1 CAP ID (unit/unique ID number) 
F1.2 IP address/Mask (A.B.C.D/Hex) 
F1.3 Baud rate 
F1.4 Guard time 
F1.5 Time Bytes 
F1.6 Unique crypto settings 

F2. INMARSAT B 

F2.1 Unit/number 
F2.2 IP address/Mask  
F2.3 Baud rate 
F2.4 Unique crypto settings 
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F3. HF BLOS 

F3.1 CAP ID (unit/unique ID number) 
F3.2 IP address/Mask (A.B.C.D/Hex) 
F3.3 Modem mode 
F3.4 Baud rate 
F3.5 Interleave mode 
F3.6 Transmit frequencies (ship freq/shore freq) 
F3.7 Eval interval 
F3.8 Unique crypto settings 

F4. IP 5066 

F4.1 Unit ID (unit/unique ID number) 
F4.2 IP address/Mask (A.B.C.D/Hex) 
F4.3 Modem mode 
F4.4 Baud rate 
F4.5 Interleave mode 
F4.6 Transmit frequencies  
F4.7 Unique crypto settings 

G. NETWORK MANAGEMENT 

G1. Units are to report network status via local web services.  NOC to provide 
URL. 

G2. The NOC will maintain a 24/7 help desk to address network issues 

G3. NOC telephone numbers. 

H. APPLICATIONS 

H1. Messaging 

H1.1 MSeG version nr 
H1.2 Sendmail version nr 
H1.3 Mx record  
H1.4 Mailer table 
H1.5 Multicast IP address 
H1.6 Outbound configuration file 
H1.7 MSeG configuration 
H1.8 Sendmail.cf configuration 

H2. Common Operational Picture (COP) 
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H2.1 MSeG version nr 
H2.2 Multicast address 
H2.3 Congestion control 
H2.4 MSeG configuration 

H3. Web Services 

H3.1 Primary DOMINO server IP address 
H3.2 DOMINO name structure 
H3.3 Web browser version nr (specific version to be promulgated). 

H4. DCP 

H4.1 SAMETIME server IP address 

H5. Mchat 

H5.1 Version Nr 
H5.2 Multicast address 

H6. ICE 

H6.1 Version nr 
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OPTASK NET (Example) 

(CONFIDENTIAL WHEN COMPLETED 
OUTSIDE OF ACP 200) 

A1. Purpose 

This OPTASK provides information and direction to setup and configure the networks in 
support of the MNTG for JWID 03. 

A2. Objective 

Provide maritime units operating with MNTG JWID 03 with the capability to maintain 
access to the JWID network(s). 

B. ADMINISTRATION 

B1. Period 

Effective on order.  Cancel upon completion of JWID 03 or when superceded. 

B2. Scope 

Provide the technical information for the provision of a MTWAN including the setup, 
configuration, maintenance and management.  

B3. Change Management 

Proposed changes to this OPTASK are to be forwarded to the CTG Network Manager for 
inclusion in an OPTASK NET Supplement or re-publishing. 

B4. References 

B4.1. ACP 200 Networking at Sea 
B4.2. OPTASK COMMS 
B4.3. OPTASK KM 
B4.4. OPTASK FOTC 

C. DUTIES 

C1. CTG Network Manager 
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C1.1. The CTG Network Manager is responsible to the CTG for maintaining the 
good working of the networks under the CTG responsibility.  He is also to 
collect and publish the following information daily at 1200Z: 

 
 C1.1.1.  All network status 
 C1.1.2.  Overall performance 
 C1.1.3.  Network troubles if any 
 C1.1.4.  Planned Network outage if any 
 C1.1.5.  Misc. information 
 
C1.2. The CTG Network Manager will follow the JWID 03 CTG rotation 

schedule. 
C1.3. Any other duties??? 

C2. NOC Network Manager 

C2.1. The NOC Network Manager is responsible for network maintenance.  This 
includes establishment and monitoring of networks to support MNTG, and 
customer service support. 

C2.2. The NOC Network Manager is also responsible to the CTG to provide IP 
addresses to units requiring them via an OPTASK NET supplement 
containing all pertinent information. 

C2.3. The following personnel will be acting as NOC Network Manager for 
JWID 03.  They are the primary point of contacts for their respective NOC 
read in 4 columns: country/poc/phone number/e-mail 

 
 a-aus/Mr. Van Vu/612 6266 3217/van.vu@defence.gov.au 
 b-ca/Lt(N) Mario Bernier/819 994 8487/Bernier.M@forces.gc.ca 
 c-nz/Lt Mike Deureyter/ 
 d-uk/Mr. Andrew Checker/ 
 e-us/Ms. Anh Nguyen/619 553 / 

C3. Unit Network Manager 

C3.1. The unit Network Manager is responsible to his CO for the maintaining 
and good functioning of the Network under the CO responsibility.  He is 
also responsible to the CTG Network Manager to report the network status 
and deficiencies. 

C3.3. The following personnel will be acting as Unit Network Manager for 
JWID 03.  They are the primary point of contacts for their respective units 
read in 4 columns: country/poc/phone number/e-mail: 

 
 a-aus/Mr. Van Vu/612 6266 3217/van.vu@defence.gov.au 
 b-ca/Lt(N) Mario Bernier/819 994 8487/Bernier.M@forces.gc.ca 
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 c-nz/Lt Mike Deureyter/ 
 d-uk/Mr. Andrew Checker/ 
 e-us/Ms. Anh Nguyen/619 553 / 

D. NAMING AND ADDRESSING 

D1. Unit name 

D1.1. Unit names are as follows (All countries to report the proper 3 letter desig 
for their respective units).  Read in 2 columns: unit/letters desig : 

 
 D1.1.1.  AU NOC/aunoc 
 D1.1.2.  HMAS Canberra/can 
 D1.1.3.  HMAS Manoora/man 
 D1.1.4.  HMAS Robertson/rob 
 D1.1.5.  CA NRS Bras D’Or/nrsbdo 
 D1.1.6.  HMCS Coaticook/coa 
 D1.1.7.  HMCS Renfrew/ren 
 D1.1.8.  NZ NOC/nznoc 
 D1.1.9.  HMNZS Waka/wak 
 D1.1.10. UK NOC/noc 
 D1.1.11. HMS Albion/alb 
 D1.1.12. HMS Ocean/oce 
 D1.1.13. HMS Illustrious/ill 
 D1.1.14. UK 3 CDO BDE/uk3cdo 
 D1.1.15. UK 40 CDO/uk40cdo 
 D1.1.16. US NRS/nrssd 
 D1.1.17. USS Bataan/bat 
 D1.1.18. USS Paul Hamilton/pha 

D2. IP address/Mask 

Following IP addresses/Netmasks are effective for the duration of JWID 03.  Read in 4 
columns: unit/network/netmasks/broadcast. 

 
D2.1 Australia 
 
 a-NOC/xxx.xxx.42.0/255.255.255.240/xxx.xxx.42.15 
 b-HMAS Canberra/xxx.xxx.42.16/255.255.255.240/xxx.xxx.42.31 
 c-HMAS Manoora/xxx.xxx.42.32/255.255.255.240/xxx.xxx.42.47 
 d-HMAS Sydney/xxx.xxx.42.48/255.255.255.240/xxx.xxx.42.63 
 e-Spare/xxx.xxx.42.64/255.255.255.240/xxx.xxx.42.79 
 f-Spare/xxx.xxx.42.80/255.255.255.240/xxx.xxx.42.95 
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 g-Spare/xxx.xxx.42.96/255.255.255.240/xxx.xxx.42.111 
 
D2.2. Canada 
 
 a-NRS Bras D’Or/xxx.xxx.192.0/255.255.255.0/xxx.xxx.192.255 
 b-HMCS Coaticook/255.255/255.0/xxx.xxx.194.255 
 c-HMCS Renfrew/255.255.255.0/xxx.xxx.196.255 
 
D2.3. New Zealand 
 
 a-NZ NOC/xxx.xxx.42.128/255.255.255.240/xxx.xxx.42.143 
 b-HMNZS Te Mana/xxx.xxx.42.144/255.255.255.240/xxx.xxx.42.159 
 c-NZ FE/xxx.xxx.42.160/255.255.255.240/xxx.xxx.42.175 
 d-Spare/xxx.xxx.42.176/255.255.255.240/xxx.xxx.42.191 
 e-Spare/xxx.xxx.42.192/255.255.255.240/xxx.xxx.42.207 
 f-Spare/xxx.xxx.42.208/255.255.255.240/xxx.xxx.42.223 
 g-Spare/xxx.xxx.42.224/255.255.255.240/xxx.xxx.42.239 
 h-Spare/xxx.xxx.42.240/255.255.255.240/xxx.xxx.42.255 
 
D2.4 United Kingdom 
 
 a-UK NOC/25. 
 
D2.5. United States 
 
 a-NRS SD/xxx.xxx.43.0/255.255.255.240/xxx.xxx.43.15 
 b-USS Bataanxxx.xxx.43.16/255.255.255.240/xxx.xxx.43.31 
 c-USS Paul Hamiltonxxx.xxx.43.32/255.255.255.240/xxx.xxx.43.47 
 d-USMC Det/xxx.xxx.43.48/255.255.255.240/xxx.xxx.43.63 
 e-Spare/xxx.xxx.43.64/255.255.255.240/xxx.xxx.43.79 
 f-Spare/xxx.xxx.43.80/255.255.255.240/xxx.xxx.43.95 
 g-Spare/xxx.xxx.43.96/255.255.255.240/xxx.xxx.43.111 
 h-Spare/xxx.xxx.43.112/255.255.255.240/xxx.xxx.43.127 
 j-Spare/xxx.xxx.43.128/255.255.255.240/xxx.xxx.43.143 
 k-Spare/xxx.xxx.43.144/255.255.255.240/xxx.xxx.43.159 
 l-Spare/xxx.xxx.43.160/255.255.255.240/xxx.xxx.43.175 
 m-Spare/xxx.xxx.43.176/255.255.255.240/xxx.xxx.43.191 
 n-Spare/xxx.xxx.43.192/255.255.255.240/xxx.xxx.43.207 
 o-Spare/xxx.xxx.43.208/255.255.255.240/xxx.xxx.43.223 
 p-Spare/xxx.xxx.43.224/255.255.255.240/xxx.xxx.43.239 
 q-Spare/xxx.xxx.43.240/255.255.255.240/xxx.xxx.43.255 
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D3. Multi-cast group and class D address 

D3.1. Following Class D address groups will be used during JWID 03.  Read in 
3 columns: group name/IP address/port number. 

 
 a-MSEG (fast)/224.100.100.11/5011 
 b-MSEG (slow)/224.100.100.12/5012 
 c-AU MNTG NOC/224.100.100.21/5021 
 d-HMAS MANOORA/224.100.100.22/5022 
 e-HMAS ROBERTSON/224.100.100.23/5023 
 f-HMAS CANBERRA/224.100.100.24/5024 
 g-HMCS COATICOOK/224.100.100.25/5025 
 h-HMCS RENFREW/224.100.100.26/5026 
 j-NRS BRAS D’OR/224.100.100.27/5027 
 k-NRS RENFREW/224.100.100.28/5028 
 l-NZ TAC NOC/224.100.100.29/5029 
 m-HMNZS WAKA/224.100.100.30/5030 
 n-UK MNTG NOC/224.100.100.31/5031 
 o-HMS ALBION/224.100.100.32/5032 
 p-RFA ARGUS/224.100.100.33/5033 
 q-HMS OCEAN/224.100.100.34/5034 
 r-UK 40 Commando/224.100.100.35/5035 
 s-NRS SSCSD/224.100.100.36/5036 
 t-USS BATAAN/224.100.100.37/5037 
 u-USS PAUL HAMILTON/224.100.100.38/5038 

D4. DNS Root Server(s) 

D4.1. 
 

 a-./999999999/IN/NS/root1. 
 a.1-root1. /999999999/IN/A/ xxx.xxx.48.20 
 b-./999999999/IN/NS/root2. 
 b.1-root2./999999999/IN/A/ xxx.xxx.248.10 
 c-./999999999/IN/NS/root3. 
 c.1-root3./999999999/IN/A/ xxx.xxx.8.10 
 d-./999999999/IN/NS/root4. 
 d.1-root4./999999999/IN/A/ xxx.xxx.8.20 

D5. Domain responsibility 

D5.1. Primary (Primary NOC/service.country/primary IP address/secondary IP 
address) (eg: MTWAN NOC/NAVY.US/A.B.C.D/A.B.C.D) 
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 a-AUS NOC/navy.au/xxx.xxx.42.2/xxx.xxx.43.21 
 b-CA NOC/navy.ca/xxx.xxx.192.20/xxx.xxx.43.21 
 c-NZ NOC/navy.nz/xxx.xxx.43.133/xxx.xxx.43.21 
 d-UK NOC/navy.uk/xxx.xxx.ccc.ddd/aaa.bbb.ccc.ddd 
 e-US NOC/navy.us/xxx.xxx.43.21/xxx.xxx.192.20 
 f-US NOC/usmc.us/xxx.xxx.43.21/xxx.xxx.192.20 

D6. Host names and IP addresses 

Only major host are listed in this para.  Read in 4 columns: Function/Hostname/IP 
Address/Netmask (These addresses must be compared against the official JWID 03 
addressing plan.  Following IPs used as filler) 

 
D6.1. AUSTRALIA 
 
D6.1.1.  HMAS Robertson 
 
 a-Gccs-m/goanna.robertson.navy.au/xxx.xxx.43.1/255.255.255.240 
 b-General Server/emu.robertson.navy.au/xxx.xxx.43.2/255.255.255.240 
 c-C2pc/possum.robertson.navy.au/xxx.xxx.43.4/255.255.255.240 
 d-Domino/wombat.robertson.navy.au/xxx.xxx.43.5/255.255.255.240 
 e-HF BLOS CAP/hfbloscap.robertson.navy.au/xxx.xxx.43.10/255.255.255.240 
 f-UHF SATCOM CAP/uhfcap.robertson.navy.au/xxx.xxx.43.11/255.255.255.240 
 g-Router/gateway.robertson.navy.au/xxx.xxx.43.13/255.255.255.240 
 h-Printer/gum.robertson.navy.au/xxx.xxx.43.14/255.255.255.240 
 
D6.1.2. HMAS Manoora 
 
 a-Gccs-m/bream.manoora.navy.au/xxx.xxx.43.17/255.255.255.240 
 b-General Server/galah.manoora.navy.au/xxx.xxx.43.18/255.255.255.240 
 c-Domino/bogong.manoora.navy.au/xxx.xxx.43.20/255.255.255.240 
 d-HF BLOS CAP/hfbloscap.manoora.navy.au/xxx.xxx.43.26/255.255.255.240 
 e-UHF SATCOM CAP/uhfcap.manoora.navy.au/xxx.xxx.43.27/255.255.255.240 
 g-Router/gateway.manoora.navy.au/xxx.xxx.43.29/255.255.255.240 
 
D6.1.3. HMAS Canberra 
 
 a-Gccs-m/goanna.canberra.navy.au/xxx.xxx.43.1/255.255.255.240 
 b-General Server/emu.canberra.navy.au/xxx.xxx.43.2/255.255.255.240 
 c-C2pc/possum.canberra.navy.au/xxx.xxx.43.4/255.255.255.240 
 d-Domino/wombat.canberra.navy.au/xxx.xxx.43.5/255.255.255.240 
 e-HF BLOS CAP/hfbloscap.canberra.navy.au/xxx.xxx.43.10/255.255.255.240 
 g-UHF SATCOM CAP/uhfcap.canberra.navy.au/xxx.xxx.43.11/255.255.255.240 
 h-Router/gateway.canberra.navy.au/xxx.xxx.43.13/255.255.255.240 
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D6.1.4.  AUS NOC 
 
 a-Gccs-m/goanna.aunoc.navy.au/xxx.xxx.43.1/255.255.255.240 
 b-General Server/emu.aunoc.navy.au/xxx.xxx.43.2/255.255.255.240 
 c-C2pc/possum.aunoc.navy.au/xxx.xxx.43.4/255.255.255.240 
 d-Domino/wombat.aunoc.navy.au/xxx.xxx.43.5/255.255.255.240 
 e-HF BLOS CAP/hfbloscap.aunoc.navy.au/xxx.xxx.43.10/255.255.255.240 
 f-UHF SATCOM CAP/uhfcap.aunoc.navy.au/xxx.xxx.43.11/255.255.255.240 
 g-Router/gateway.aunoc.navy.au/xxx.xxx.43.13/255.255.255.240 
 
D6.2. CANADA 
 
D6.2.1. NRS Bras D’Or 
 
 a-Router/gateway.nrsbdo.navy.ca/xxx.xxx.248.1/255.255.255.0 
 b-Time server/time-serv.nrsbdo.navy.ca/xxx.xxx.248.2/255.255.255.0 
 c-General server/dns.nrsbdo.navy.ca/xxx.xxx.248.3/255.255.255.0 
 d-Mseg/mseg.nrsbdo.navy.ca/xxx.xxx.248.3/255.255.255.0 
 e-Domino/domino.nrsbdo.navy.ca/xxx.xxx.248.4/255.255.255.0 
 f-GCCS-M/gccsm.nrsbdo.navy.ca/xxx.xxx.248.5/255.255.255.0 
 g-Cisco Call Manager/ccm.nrsbdo.navy.ca/xxx.xxx.248.6/255.255.255.0 
 h-IP Phone/phone.nrsbdo.navy.ca/xxx.xxx.248.9/255.255.255.0 
 j-SNR/snr.nrsbdo.navy.caxxx.xxx.248.248 

 
D6.2.2. HMCS Coaticook 
 
 a-Router/gateway.coa.navy.ca/xxx.xxx.248.1/255.255.255.0 
 b-Time server/time-serv.coa.navy.ca/xxx.xxx.248.2/255.255.255.0 
 c-General server/dns.coa.navy.ca/xxx.xxx.248.3/255.255.255.0 
 d-Mseg/mseg.coa.navy.ca/xxx.xxx.248.3/255.255.255.0 
 e-Domino/domino.coa.navy.ca/xxx.xxx.248.4/255.255.255.0 
 f-GCCS-M/gccsm.coa.navy.ca/xxx.xxx.248.5/255.255.255.0 
 g-IP Phone/phone.coa.navy.ca/xxx.xxx.248.9/255.255.255.0 
 h-SNR/snr.coa.navy.caxxx.xxx.248.248 

 
D6.2.3. HMCS Renfrew 
 
 a-Router/gateway.ren.navy.ca/xxx.xxx.248.1/255.255.255.0 
 b-Time server/time-serv.ren.navy.ca/xxx.xxx.248.2/255.255.255.0 
 c-General server/dns.ren.navy.ca/xxx.xxx.248.3/255.255.255.0 
 d-Mseg/mseg.ren.navy.ca/xxx.xxx.248.3/255.255.255.0 
 e-Domino/domino.ren.navy.ca/xxx.xxx.248.4/255.255.255.0 
 f-GCCS-M/gccsm.ren.navy.ca/xxx.xxx.248.5/255.255.255.0 
 g-IP Phone/phone.ren.navy.ca/xxx.xxx.248.9/255.255.255.0 
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 h-SNR/snr.ren.navy.caxxx.xxx.248.248 
D6.3. NEW ZEALAND 
 
D6.3.1. NZ NOC 

 
 a-Router/rout.nznoc.navy.nz/xxx.xxx.42.65/255.255.255.240 
 b-GCCS-M/gccs.nznoc.navy.nz/xxx.xxx.42.66/255.255.255.240 
 c-Domino Server/dom.nznoc.navy.nz/xxx.xxx.42.67/255.255.255.240 
 d-Sun Sparc/gen1.nznoc.navy.nz/xxx.xxx.42.69/255.255.255.240 
  
D6.3.2. HMNZS Waka 
 
 a-Router/rout.waka.navy.nz/xxx.xxx.42.81/255.255.255.240 
 b-GCCS-M/gccs.waka.navy.nz/xxx.xxx.42.83/255.255.255.240 
 c-Domino Server/dom.waka.navy.nz/xxx.xxx.42.84/255.255.255.240 
 d-Sun Sparc/gen1.waka.navy.nz/xxx.xxx.42.86/255.255.255.240 
 e-Cap/cap.waka.navy.nz/xxx.xxx.42.88/255.255.255.240 
 f-Criu/criu.waka.navy.nz/xxx.xxx.42.89/255.255.255.240 
 
D6.4. United Kingdom 
 
D6.4.1. UK NOC 
 
 a-Router/rout.uknoc.navy.uk/xxx.xxx.42.81/255.255.255.240 
 b-GCCS-M/gccs.uknoc.navy.uk/xxx.xxx.42.83/255.255.255.240 
 c-Domino Server/dom.uknoc.navy.uk/xxx.xxx.42.84/255.255.255.240 
 d-Sun Sparc/gen1.uknoc.navy.uk/xxx.xxx.42.86/255.255.255.240 
 f-Cap/cap.uknoc.navy.uk/xxx.xxx.42.88/255.255.255.240 
 g-Criu/criu.uknoc.navy.uk/xxx.xxx.42.89/255.255.255.240 
 
D6.4.2. HMS ALBION 
 
 a-Router/rout.alb.navy.uk/xxx.xxx.42.81/255.255.255.240 
 b-GCCS-M/gccs.alb.navy.uk/xxx.xxx.42.83/255.255.255.240 
 c-Domino Server/dom.alb.navy.uk/xxx.xxx.42.84/255.255.255.240 
 d-Sun Sparc/gen1.alb.navy.uk/xxx.xxx.42.86/255.255.255.240 
 f-Cap/cap.alb.navy.uk/xxx.xxx.42.88/255.255.255.240 
 g-Criu/criu.alb.navy.uk/xxx.xxx.42.89/255.255.255.240 
 
D6.4.3. RFA ARGUS 
 
 a-Router/rout.arg.navy.uk/xxx.xxx.42.81/255.255.255.240 
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 b-GCCS-M/gccs.arg.navy.uk/xxx.xxx.42.83/255.255.255.240 
 c-Domino Server/dom.arg.navy.uk/xxx.xxx.42.84/255.255.255.240 
 d-Sun Sparc/gen1.arg.navy.uk/xxx.xxx.42.86/255.255.255.240 
 f-Cap/cap.arg.navy.uk/xxx.xxx.42.88/255.255.255.240 
 g-Criu/criu.arg.navy.uk/xxx.xxx.42.89/255.255.255.240 
 
D6.4.4. HMS OCEAN 
 
 a-Router/rout.oce.navy.uk/xxx.xxx.42.81/255.255.255.240 
 b-GCCS-M/gccs.oce.navy.uk/xxx.xxx.42.83/255.255.255.240 
 c-Domino Server/dom.oce.navy.uk/xxx.xxx.42.84/255.255.255.240 
 d-Sun Sparc/gen1.oce.navy.uk/xxx.xxx.42.86/255.255.255.240 
 f-Cap/cap.oce.navy.uk/xxx.xxx.42.88/255.255.255.240 
 g-Criu/criu.oce.navy.uk/xxx.xxx.42.89/255.255.255.240 
 
D6.4.5. HMS TBD 
 
 a-Router/rout.tbd.navy.uk/xxx.xxx.42.81/255.255.255.240 
 b-GCCS-M/gccs.tbd.navy.uk/xxx.xxx.42.83/255.255.255.240 
 c-Domino Server/dom.tbd.navy.uk/xxx.xxx.42.84/255.255.255.240 
 d-Sun Sparc/gen1.tbd.navy.uk/xxx.xxx.42.86/255.255.255.240 
 f-Cap/cap.tbd.navy.uk/xxx.xxx.42.88/255.255.255.240 
 g-Criu/criu.tbd.navy.uk/xxx.xxx.42.89/255.255.255.240 
 
D6.4.6. UK 40 CDO 
 
 a-Router/rout.uk40cdo.navy.uk/xxx.xxx.42.81/255.255.255.240 
 b-GCCS-M/gccs.uk40cdo.navy.uk/xxx.xxx.42.83/255.255.255.240 
 c-Domino Server/dom.uk40cdo.navy.uk/xxx.xxx.42.84/255.255.255.240 
 d-Sun Sparc/gen1.uk40cdo.navy.uk/xxx.xxx.42.86/255.255.255.240 
 f-Cap/cap.uk40cdo.navy.uk/xxx.xxx.42.88/255.255.255.240 
 g-Criu/criu.uk40cdo.navy.uk/xxx.xxx.42.89/255.255.255.240 
 
D6.5. United States 
 
D6.5.1. NRS San Diego 
 
 a-router/rout.nrssd.navy.us/xxx.xxx.43.17/255.255.255.240 
 b-Whatsup/whatsup.nrssd.navy.us/xxx.xxx.43.19/255.255.255.240 
 c-JMUG/jmug.nrssd.navy.us/xxx.xxx.43.21/255.255.255.240 
 d-DNS/jmug.nrssd.navy.us/xxx.xxx.43.21/255.255.255.240 
 e-PMUL/pmul.nrssd.navy.us/xxx.xxx.43.22/255.255.255.240 
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 f-Domino/domino.nrssd.navy.us/xxx.xxx.43.24/255.255.255.240 
 g-Sametime/sametime.nrssd.navy.us/xxx.xxx.43.25/255.255.255.240 
 h-Taclane/taclane.nrssd.navy.us/xxx.xxx.43.27/255.255.255.240 
 j-UHF-CAP1/uhf-cap1.nrssd.navy.us/xxx.xxx.43.29/255.255.255.240 
 k-CRIU/uhf-criu.nrssd.navy.us/xxx.xxx.43.30/255.255.255.240 
 
D6.5.2. USS Bataan 
 
 a-Router/rout.bat.navy.us/xxx.xxx.43.49/255.255.255.240 
 b-Whatsup/whatsup.bat.navy.us/xxx.xxx.43.50/255.255.255.240 
 c-JMUG/jmug.bat.navy.us/xxx.xxx.43.52/255.255.255.240 
 d-DNS/jmug.bat.navy.us/xxx.xxx.43.52/255.255.255.240 
 e-Intel/intel.bat.navy.us/xxx.xxx.43.54/255.255.255.240 
 f-Ops/ops.bat.navy.us/xxx.xxx.43.55/255.255.255.240 
 g-GCCS-M/gccsm.bat.navy.us/xxx.xxx.43.56/255.255.255.240 
 h-Domino/domino.bat.navy.us/xxx.xxx.43.57/255.255.255.240 
 j-Taclane/taclane.bat.navy.us/xxx.xxx.43.60/255.255.255.240 
 k-bridge1/bridge1.bat.navy.us/xxx.xxx.43.61/255.255.255.240 
 l-bridge2/bridge2.bat.navy.us/xxx.xxx.43.62/255.255.255.240 
 
D6.5.3. USS Paul Hamilton 
 
 a-Router/rout.pha.navy.us/xxx.xxx.43.49/255.255.255.240 
 b-Whatsup/whatsup.pha.navy.us/xxx.xxx.43.50/255.255.255.240 
 c-JMUG/jmug.pha.navy.us/xxx.xxx.43.52/255.255.255.240 
 d-DNS/jmug.pha.navy.us/xxx.xxx.43.52/255.255.255.240 
 e-Intel/intel.pha.navy.us/xxx.xxx.43.54/255.255.255.240 
 f-Ops/ops.pha.navy.us/xxx.xxx.43.55/255.255.255.240 
 g-GCCS-M/gccsm.pha.navy.us/xxx.xxx.43.56/255.255.255.240 
 h-Domino/domino.pha.navy.us/xxx.xxx.43.57/255.255.255.240 
 j-Taclane/taclane.pha.navy.us/xxx.xxx.43.60/255.255.255.240 
 k-bridge1/bridge1.pha.navy.us/xxx.xxx.43.61/255.255.255.240 
 l-bridge2/bridge2.pha.navy.us/xxx.xxx.43.62/255.255.255.240 
 
D6.5.4. US Marine Corps 
 
 a-Router/gateway.31meu.usmc.us/xxx.xxx.43.129/255.255.255.224 
 b-Domino/domino.31meu.usmc.us/xxx.xxx.43.130/255.255.255.224 
 c-MIDB/ias.31meu.usmc.us/xxx.xxx.43.131/255.255.255.224 
 d-Printer/printer.31meu.usmc.us/xxx.xxx.43.132/255.255.255.224 
 e-C2PC/nt1mntg.31meu.usmc.us/xxx.xxx.43.133/255.255.255.224 
 f-C2PC/nt2mntg.31meu.usmc.us/xxx.xxx.43.134/255.255.255.224 
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 g-GCCS/mntgcop.31meu.usmc.us/xxx.xxx.43.135/255.255.255.224 
 h-C2PC/nt3mntg.31meu.usmc.us/xxx.xxx.43.136/255.255.255.224 
 j-C2PC/nt4mntg.31meu.usmc.us/xxx.xxx.43.137/255.255.255.224 
 k-C2PC/nt5mntg.31meu.usmc.us/xxx.xxx.43.138/255.255.255.224 
 l-C2PC/nt6mntg.31meu.usmc.us/xxx.xxx.43.139/255.255.255.224 

E. ROUTING  

E1. AS number 

Following Autonomous System area number will be effective fro the duration of JWID 
03.  Read in 3 columns: country/network/AS number. 

a-Australia/MNTG/1011 
b-Canada/MNTG/1012 
c-New Zealand/MNTG/1013 
d-United Kingdom/MNTG/1014 
e-United States/MNTG/1015 

E2. Bandwidth 

E2.1. SHF 
 
 a-128 kbps 
 
E2.2. INMARSAT B 
 
 a-128 kbps dual 
 b-64 kbps 
 
E2.3. UHF SATCOM 
 
 a-6 kbps/32 kbps 5 members net 
 b-4.8 kbps/ 16 kbps 3 members net 
 
E2.4. HF BLOS 
 
 a-19.2 kbps 110b coded waveform 
 b-9.6 kbps 110b coded waveform 
 c-2.4 kbps 4285 coded waveform 
 
E2.5. SNR UHF LOS 
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 a-41 kbps at 78.6 kbps single net with 6 members 
 b-34 kbps at 78.6 kbps in-line topology with 4 relays 
 c-20 kbps at 78.6 kbps 2 nets with 1 relay 

E3. OSPF settings (bw in kbps/area/dead time/hello interval/retransmit/cost) 

 E3.1. SHF 

 a-128/0/40/10/5/800 

 

 E3.2. INMARSAT 

 a-128/0/40/10/5/750 
 b-64/0/40/10/5/750 

E3.3. UHF SATCOM 

 E3.1 5Khz Channel 
 
  a-2.4/0/120/30/10/3400 
  b-4.8/0/120/30/10/2660 
  c-9.6/0/120/30/10/2220 

 E.3.2 25Khz Channel 

  a-16/0/120/30/10/1500 
  b-32/0/120/30/10/1300 
  c-38.4/0/120/30/10/1250 
  d-48/0/120/30/10/1200 
  e-56/0/120/30/10/1150 

E3.4. HF BLOS 

 a-19.2/0/120/30/10/1500 
 b.9.6/0/120/30/10/1900 
 c-2.4/0/120/30/10/3200 

E3.5. SNR UHF LOS 
 
 a-78.6/0/40/10/5/1125 
 b-64/0/40/10/5/1150 
 c-32/0/40/10/5/1300 
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E4. PIM settings (mode/ R/V point/priority) 

E4.1. AU NOC 
 
 a-sparse-dense/xxx.xxx.421/50 
 
E4.2. CA NOC 
 
 a-sparse-dense/xxx.xxx.192.1/100 
 
E4.3. NZ NOC 
 
 a-sparse-dense/xxx.xxx.42.129/50 
 
E4.4. UK NOC 
 
 a-sparse-dense/xxx.xxx.ccc.ddd/50 
 
E4.5. US NOC 
 
 a-sparse-dense/xxx.xxx.43.1/100 

F. SUBNETS 

F1. UHF SATCOM 

F1.1 Router Interface IP  
F1.2 IP address/Mask (A.B.C.D/Hex) 
F1.3 Baud rate 
F1.4 Guard time 
F1.5 Time Bytes 
F1.6 Unique crypto settings 

F2. INMARSAT B 

F2.1 Unit/number 
F2.2 IP address/Mask  
F2.3 Baud rate 
F2.4 Unique crypto settings 

F3. HF BLOS 

F3.1 CAP ID (unit/unique ID number) 
F3.2 IP address/Mask (A.B.C.D/Hex) 
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F3.3 Modem mode 
F3.4 Baud rate 
F3.5 Interleave mode 
F3.6 Transmit frequencies (ship freq/shore freq) 
F3.7 Eval interval 
F3.8 Unique crypto settings 

F4. IP 5066 

F4.1 Unit ID (unit/unique ID number) 
F4.2 IP address/Mask (A.B.C.D/Hex) 
F4.3 Modem mode 
F4.4 Baud rate 
F4.5 Interleave mode 
F4.6 Transmit frequencies  
F4.7 Unique crypto settings 

G. NETWORK MANAGEMENT 

G1. Units are to report network status via local web services.  NOC to provide 
URL. 

G2. The NOC will maintain a 24/7 help desk to address network issues 

G3. NOC telephone numbers. 

H. APPLICATIONS 

H1. Messaging 

H1.1 MSE version nr 
H1.2 Sendmail version nr 
H1.3 Mx record  
H1.4 Mailer table 
H1.5 Multicast IP address 
H1.6 Outbound configuration file 
H1.7 P_Mul configuration 
H1.8 Sendmail.cf configuration 

H2. Common Operational Picture (COP) 

H2.1 MSEG version nr 
H2.2 Multicast address 
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H2.3 Congestion control 
H2.4 MSEG configuration 

H3. Web Services 

H3.1 Primary DOMINO server IP address 
H3.2 Domino Replication Topology 
H3.3 DOMINO name structure 
H3.4 Address Book 
H3.5 Web browser version nr (specific version to be promulgated). 

H4. DCP 

H4.1 SAMETIME server IP address 

H5. MSEG 

H5.1 Version Nr 
H5.2 Multicast address 

H6. ICE 

H6.1 Version nr 
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Chapter 13 
TRANSPORT SERVICES 

 

1301 INTRODUCTION 
In order to meet the overall intention to provide a network, which uses minimum 
bandwidth to achieve network interoperability, a MTWAN is designed to utilize multicast 
network features in all areas possible.  As part of this strategy the network and 
applications are being driven to employ User Datagram Protocol (UDP) IP services vice 
Transport Control Protocol (TCP) IP services.  

1302 AIM 

This chapter describes the strategy and tools used to enable reliable multicast IP packet 
networking.  

1303 OVERVIEW 
IP networks use two main transport protocols for IP packet transport: 
 

a. TCP.  This is a connection-oriented protocol, which has control 
mechanisms built into each packet that provides numerous functions, 
primarily designed to achieve robust and reliable data transfer.  This 
however, provides a significant overhead that is appended to any packet of 
user data.  Also, in order for these control mechanisms to operate, TCP 
uses a 4-way session protocol to setup a link, confirm receipt, request next 
packet and tear down a link.  Again this adds significant data overhead to 
the transport of user data. 

 
b. UDP.  This is a connectionless protocol, which uses no control 

mechanisms beyond the inclusion of a source and destination address and 
a sequence number for each packet of user data sent.  The purpose of the 
sequence number is to allow the application at the source to reorder the 
packets and to request retransmission of missed packets.  The lack of 
control mechanisms makes this protocol inherently unreliable, however 
the overhead per packet is significantly lower thus making it a more 
efficient protocol to use in low bandwidth networks. 

1304 REQUIREMENT 
a. To achieve maximum efficiency of a multimember MTWAN network 

multicast routing protocols are to be used as much as possible as should 
UDP transport protocols.  The two systems are complimentary and 
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together significantly improve the efficiency of information services on a 
MTWAN network.   

 
b. The requirement is to provide mechanisms for the reliable data transfer of 

UDP based application information within this environment.  By using 
reliable transport protocols UDP based application data can be preferably 
used to enhance the overall efficiency of use of the available bandwidth on 
all subnets of a MTWAN. 

1305 RELIABLE TRANSPORT TOOLS 
a. Multicast Service Gateway (MSeG) used in a MTWAN is a reliable 

transport service for UDP packet transfer.  The MSeG’s engine is based 
upon a reliable transport protocol developed by Navy Research Labs 
called Multicast Dissemination Protocol.  The MSeG has the ability to 
intercept the TCP traffic generated from a GCCS-M machine, convert it to 
UDP and relay this on as a multicast to a number of Multicast address 
groups.  The tool also has the ability to relay smtp email packets as UDP 
again to a number of multicast address groups. 

 
b. Finally the MSeG embodies two native applications: 

(1) MCHAT – This is a multicast Chat tool primarily used as an 
engineering order wire or Task Group Order wire. 

(2) MFTP – This is a multicast FTP tool to efficiently transfer large 
files to numerous members of the MTWAN. 

c. One other important feature of the MSeG tool is that it is capable of 
delivering the UDP packets from the four applications GCCS-M, 
MCHAT, MFTP and smtp e-mail when the receiving station is in EMCON 
silence.  This capability can only be achieved with UDP packets.  The 
mechanism used to achieve the delivery is a broadcast of the packets.  The 
system simply broadcasts the packets a number of times within a given 
timeframe so as to attempt to ensure all members of the multicast group 
get full delivery of the required information. 

d. At this time the EMCON feature requires manual intervention by 
administrators when exiting EMCON silence to ensure data was 
effectively transferred while silent.  The tool is being enhanced to allow 
for some storing of ACKs and NACKs and to then sequentially coordinate 
these with the source upon exiting EMCON silence. 



UNCLASSIFIED 
Annex A to Chapter 13 of ACP 200 

13-A-1 
UNCLASSIFIED 

MULTICAST SERVICE GATEWAY (MSeG) 

13A01  INTRODUCTION 
 

a. The MSeG is to provide a multicast IP capability in an network 
comprising links of low bandwidth and high latency whilst not having to 
change the originating applications code.  

b. Applications like GCCS-M have been developed to send data using 
unicast protocols such as TCP or UDP. For instance, a GCCS-M terminal 
sends data to another GCCS-M terminal via a TCP connection.  To 
broadcast data to “n” x  GCCS-M terminals, the sending GCCS-M will 
open “n” number of TCP connections to send the same data to “n” number 
of receiving GCCS-M. Before IP multicast was available, this was the 
only option to broadcast data for most applications.    

 
13A02  AIM 
 
The aim of this Annex is to provide a functional overview of Multicast Service Gateway 
(MSeG) and its application. 
 
13A03  OVERVIEW 
 

a. The modifications of existing applications to send data using IP multicast 
can require significant resources and effort.  In some cases, it is impossible 
to access the source codes for modification.  A much simpler approach is 
to develop software such as MSeG to provide multicast capability to 
existing unicast applications without having to modify the source codes. 
Instead of sending data direct from one GCCS-M terminal to many 
another GCCS-M terminals using unicast traffic, the sending GCCS-M 
terminal sends data to a MSeG which sends the data to other MSeGs using 
multicast Class D IP addresses.  When a MSeG receives data, it will 
forward data to the local GCCS-M terminal.  Therefore, GCCS-M data is 
being broadcast in the most efficient way.  Multicast IP addresses are used 
for transmission. 

 
b. For reliable data transfer between MSeGs,  a reliable multicast transport 

protocol called Multicast Dissemination Protocol (MDP) is utilised.  MDP 
has features useful in a military network such as Dynamic Congestion and 
Flow Control, TCP Friendly, EMCON support, and Forward Error 
Correction.  More information on MDP can be found at  
http://manimac.itd.nrl.navy.mil 
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c. In general, MSeG receives unicast data from an application and relays the 
data to other MSeGs using multicast Class D IP address.  All MSeGs are 
transparent to the application.  The MSeGs are configured to run as both 
server and client from the application point of view.  To use the services 
of the MSeG, the application needs to be configured to send data to the 
MSeG.   

13A04  SUPPORTED APPLICATIONS 

a. MSeG supports the following applications; GCCS-M, Email, Multicast 
File Transfer, and Multicast Chat. 

 
(1) GCCS-M.   In general, MSeG receives GCCS-M data over the 

TCP/IP socket.  The data is then sent via MDP to other MSeGs.  
When a MSeG receives data from another MSeG over MDP 
protocol, it sends the data back to GCCS-M terminal over 
TCP/IP the socket.  The TCP/IP socket port number is 2020.  
This port number is a unique port number used by all GCCS-M 
terminals.    

 
(2) All MSeGs are transparent to the GCCS-M terminals.  From the 

GCCS-M terminal point of view, a MSeG is like another GCCS-
M terminal. When a MSeG is initialized, it creates a TCP server 
on port 2020.  Before GCCS-M sends data, it opens a TCP 
connection on this port.  After data is sent, the connection is 
closed.  GCCS-M opens a connection for each message that is 
sent.  When MSeG detects the connection is closed by the 
GCCS-M , it re-arms and waits for a new connection from the 
GCCS-M terminal. 

 
(3) Each GCCS-M message is saved in file format and copied into 

the transmit directory of MDP.  Periodically, MDP will scan the 
directory and pick up the files to send to other MDPs.  When a 
MDP receives the message completely, it will save the message 
as a file and copy it to the Received Directory.   

 
(4) After opening the file in the received directory, MSeG opens a 

TCP connection to the local GCCS-M to send the data.  Once the 
data is sent over the TCP connection, MSeG closes the 
connection and scans the directory until another file arrives. 

 
(5) Each MSeG can service up to 4 GCCS-M terminals.  Four 

GCCS-M terminals can send to, and receive from, MSeG 
simultaneously for multicast services.  This feature is useful for 
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GCCS-M terminals that are located in places where IP multicast 
is not supported at the network layer.    

 
(6) E-MAIL.  MSeG supports a Unix email version of Solaris 

Operating System called “sendmail”. MSeG is installed and run 
in the same Solaris host of an E-mail system or a Mail Transfer 
Agent (MTA). Standard SMTP email uses TCP protocol.  In 
instances when a single message is being delivered to several 
recipients that are served by different MTAs, standard email 
must establish a connection and transfer the message to each of 
the destination MTAs sequentially.  This is inefficient as the 
same message must be transmitted several times, once for each 
destination MTA, consuming additional bandwidth. 

 
(7) To enable the use of MSeG, sendmail is reconfigured to send 

messages to the MSeG processor for multicast transfer. 
 

(8) MSeG joins a multicast group, sends and receives multicast data 
on behalf of the MTA.  MSeG can be configured to operate in 
two different modes: ‘static group’ and ‘dynamic group’ 
membership mode. 

 
(9) In static group membership mode, all MTAs are members of a 

multicast address.  The email message is sent to all MTAs.  The 
email message will be discarded at the receiving MTAs whose 
names are not on the recipient list. 

 
(10) In dynamic group membership mode, a MTA will join a 

multicast group dynamically based on the address list of a 
message.  It works as follows.  At the transmitting MTA, the 
MSeG examines the addressee lists of the message.  The MSeG 
will send the list and a multicast address to all MTAs.  Any 
MTA that has its name on the addressee list will join the 
provided multicast address.  Once the email message is received, 
the receiving MTA will leave the multicast group.  In this mode, 
the MSeG delivers the email message more efficiently than the 
static membership mode because there is no BW wasted on non-
intended MTAs. 

 
(11) MULTICAST FILE TRANSFER PROTOCOL(Mftp).  

Another application of the MSeG is Mftp.  Mftp allows a user to 
reliably transfer a file from one host to others.  Similar to File 
Transfer Protocol (ftp), a user selects the source file to send with 
the option to change the destination file name.  When a file is 
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received, the MSeG will generate an alert message to indicate 
that the file is ready for moving or copying to another directory. 

 
(12) MCHAT.  The Multicast Chat Tool is designed to be a 

lightweight, simple to use application of MSeG for collaborative 
multicast chat.  Each Mchat user can send and receive simple 
text messages from all other Mchat users.  Each message is sent 
using multicast transport protocol MDP for reliable service.  

 
 
13A05   EXAMPLE CONFIGURATIONS 
 

Example 1: This example demonstrates how a MSeG can be configured to run 2 
MDP instances.  If only one MDP instance is used in this network, the maximum 
sending rate at each node will be 128 kbps. 
 
In this 5 node network, MSeG at node 1,2 are configured to run one MDP1 
instance for  224.100.100.11.  The MSeGs at node 4 and 5 are configured to run 
one MDP2 instance for 224.100.100.12.  However at node 3, the MSeG is 
configured to run 2 MDP instances.  One is MDP1 for 224.100.100.11 and the 
other is MDP2 for 224.100.100.12.  
 
MDP1 is configured to send at a maximum rate of 256 kbps.  MDP2 is configured 
to send at a maximum rate of 128 kbps.   
 
Observation: 

- MSeG at node 3 relays data from MDP1 @ 256 kbps to MDP2 @ 128 
kbps and vice versa. 

- MSeG 1 and 2 send and receive data @ 256 kbps or less depending on 
how much BW is being used by other TCP/UDP traffic. 

- MSeG 3 and 4 send and receive data @ 128 kbps or less. 
 

Example 2: 
Three more nodes were added to network in example 1.   
MSeGs at nodes 1,3,4 and 5 are configured the same as in example 1.   

256 kbits/s 128 kbits/s

MDP1 224.100.100.11

MDP1 224.100.100.11

1

2

3

4

5

MDP1 224.100.100.11

MDP2 224.100.100.12

MDP2 224.100.100.12

MDP2 224.100.100.12
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MSeG at node 2 is configured to run 2 MDP instances.  One is MDP1 for 
224.100.100.11 and one is MDP3 for 224.100.100.13. 
MSeGs at node 7 and 8 are configured to MDP4 for 224.100.100.14. 
MSeG at node 6 is configured to run 2 MDP instances.  One is MDP3 for 
224.100.100.13 and one is MDP4 for 224.100.100.14. 
 
MDP3 is configured to send at a maximum rate of 32 kbps, and MDP4 is 
configured to send at a maximum rate of 64 kbps. 
 
Observations: 

- MSeG at node 2 relays data from MDP1 @ 256 kbps and to MDP3 @ 32 
kbps and vice versa. 

- MSeG at node 6 relays data from MDP3 @ 32 kbps and to MDP4 @ 64 
kbps and vice versa. 

- MSeG 7 and 8 send and receive data @ 64 kbps or less depending on how 
much BW is being used by other TCP/UDP traffic. 

 
 

 
Example 3: This example demonstrates when MSeG can be used to service more 
than one GCCS-M terminals. 
Two more nodes 9 and 10 are added to the network in example 2.  These nodes 
are connected to node 8 via P-t-P links at 2.4 kbps and 9.6 kbps. 
MSeGs at node 1,2,3,4,5,6,7 and 8 are configured the same as in example 2. 

256 kbits/s 128 kbits/s

MDP1 224.100.100.11

MDP1 224.100.100.11

1

2

3

4

5

MDP1 224.100.100.11

MDP2 224.100.100.12

MDP2 224.100.100.12

MDP2 224.100.100.12

6

32 kbits/s

7

8

64 kbits/s

MDP3 224.100.100.13

MDP3 224.100.100.13

MDP4 224.100.100.14

MDP4 224.100.100.14

MDP4 224.100.100.14
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Node 8 and 9 are connected via a pair of NES devices. These NES devices do not 
support multicast.  Therefore, MSeG at node 8 is configured to service 3 GCCS-
M terminals: MSeG terminals at nodes 8,9, and 10. 
 

 Observations: 
- Since MSeG at node 8 is configured to service 3 GCCS-M terminals, two 

SPARC stations to run MSeGs at node 9 and 10 are not needed. 
While MSeG at node 8 sends and receives data from the GCCS-M terminal at 
node 10 @ 2.4 kbps, the remainder of the system is sending data at much higher 
rate. 
 
 
 
 

 
 

Example 4: This example demonstrates how MSeGs can be configured and used 
to relay data from one MSeG to another to support Multicast across two different 
Autonomous Systems (AS).  The messages are relayed between two ‘border’ 
MSeGs using TCP. 
 
MSeGs at nodes 1,2 and 6 are in AS 1 and configured to run MDP1. In addition 
MSeG 6 is configured to relay data between MDP 1 and MSeG 3 in AS 2.  
MSeGs at nodes 3,4 and 5 are in AS 2 and configured to run MDP2. In addition 
MSeG 3 is configured to relay data between MDP 2 and MSeG 6 in AS 1. 

256 kbits/s 128 kbits/s

MDP1 224.100.100.11

MDP1 224.100.100.11

1

2

3

4

5

MDP1 224.100.100.11

MDP2 224.100.100.12

MDP2 224.100.100.12

MDP2 224.100.100.12

6

32 kbits/s

7

8

64 kbits/s

MDP3 224.100.100.13

MDP3 224.100.100.13

MDP4 224.100.100.14

MDP4 224.100.100.14

MDP4 224.100.100.14

9

10

9.6 kbits/s

2.4 kbits/s

NES

NES
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Observations: 

- All MSeGs in both ASs receive the same multicast traffic. 
- MSeG 6 relays TCP data from MSeG 3 of AS2 to MDP1 for MSeG 1 and 

2. 
- MSeG 3 relays TCP data from MSeG 6 of AS1 to MDP2 for MSeG 4 and 

5. 
 
 

 

13A06  GRAPHICAL USER INTERFACE (GUI)  

The following pictures are snap shots of the MSeG’s GUI for each supported application 

256 kbits/s 128 kbits/s

MDP1 224.100.100.11

1

2

3

4

5

MDP1 224.100.100.11 MDP2 224.100.100.12

MDP2 224.100.100.12

MDP2 224.100.100.12

6

MDP1 224.100.100.11

AS 1 AS 2
mseg-mseg relay messages
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P_MUL 2001 

13B01 INTRODUCTION 

P_MUL is a protocol for the transportation of email over an IP network. It aims to be 
more efficient in bandwidth utilization and to work in Emission Control (EMCON) like 
situations. Instead of the reliable connection-orientated TCP protocol, P_MUL uses the 
multicast User Datagram Protocol (UDP), which is a connectionless ‘best effort’ 
protocol. Connection and reliability is established by P_MUL at the application level.  

The P_MUL standard is defined in ACP 142. 

13B02 AIM 

This Annex provides a description and installation instructions for the P_MUL 2001 
implementation.  

13B03 EXPLANATION OF P_MUL OPERATION 

The MTWAN P_MUL implementation adopted is only supported on Solaris platforms 
utilizing Sendmail.  An explanation of the operation of P_MUL in relation to Sendmail 
follows; explanation on the purpose and format of various files is detailed later in this 
document. 

A new message is arrives at a Sendmail server addressed to recipient(s) 
somewhere else on the network. 

The Sendmail server looks at the recipient domains of the message. There will be 
no match in the local-host-names file.  It then looks for the domains in the 
relay-domains file and finds a match.  It then checks the mx_table file to 
find where to relay the message, and the mailertable.db file to find out 
how and where to relay the message. All domains are handled by P_MUL 
so a single message is relayed to P_MUL. 

P_MUL accepts the message and places it in its To_be_Sent queue. A flag file is 
created to alert that there is a new message to send. 

P_MUL’s transmit process checks for the flag at a predetermined (configurable) 
interval.  Finding the flag begins a process that creates a header record and 
chops the message into 1500 byte files. Next P_MUL checks the 
outbound.cfg to find an appropriate group to transmit the message.  It 
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sends the UDP header record to the class D address for the group, 
containing the servers it needs to transmit the message to, and if these are 
not in EMCON mode it waits for an acknowledgment. 

Once P_MUL receives acknowledgment, it begins transmission of the message 
files in serialized UDP packets to the class D address for the group. When 
transmission has finished, it waits for a confirmation acknowledgment 
from the receiving P_MUL server. If any of the message packets are not 
received correctly, the receiving P_MUL server will request 
retransmission of the specific packets. If a P_MUL server in the group is 
not in the header record recipient list, it will return an acknowledgement 
packet informing the sender for a configured period of time that it will 
ignore transmissions to this group.  

Once all packets are received, the receiving P_MUL server reassembles the 
message and forwards it to the unit Sendmail server. 

The Sendmail server on the unit looks at its local-host-names file for the 
message’s recipient domain and if it does not find a match, it will then 
look in the relay-domains file, to find a match. If a match is found, it then 
look at the mx_table file to find where it needs to relay the message, and 
the mailertable.db file to find out how and where to relay the message. 

13B04 BEHAVIOUR OBSERVATIONS 

A message to multiple recipients, at either the same domain or to multiple 
domains is only separated when necessary.  Sendmail, as configured 
within the MNTG, recognises if the message needsto be relayed to a single 
or to multiple MTA and sends it as one message.  P_MUL manages the 
delivery of the message to the appropriate domains. 

Without P_MUL, messages are handled in a similar manner; however, it is 
Sendmail that manages the delivery of the message to multiple domains.  
It sends a single message to each domain and the message is only split 
between recipients of a common domain by the receiving mail server. 

A message of approximately 400k size (including attachment) is split by P_MUL 
into approximately 875 packets of 1.5k size for transmission.  This means 
that P_MUL adds approximately 200% overhead to the transmission.  The 
advantage in this case is that should there be problems during the 
transmission; P_MUL only resends the packets not received correctly.  
Sendmail would resend the entire message again. 
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When a connection is not available from a ship to the shore messages queueand if 
the domain that the message is going is in the mailertable file, the message 
is passed to P_MUL and queues it. P_MUL then processes the message in 
accordance with the pre-defined retry parameters set in the PROFILE file.  
If the domain is not in the mailertable file, the message is queued in 
Sendmail; once the connection becomes available, the message is passed 
from Sendmail to P_MUL and transmitted accordingly. 

Messages queued in Sendmail provide notification to the sender when it has not 
been delivered for 4 hours, and will bounce the messages back to the 
sender if they are not delivered within 5 days.  These times are 
configurable in the Sendmail.cf file.  P_MUL will continue to try sending 
the message and will not provide any information messages back to the 
sender. 

Messages sent to a single domain are transmitted through the unicast 
configuration unless unicast is set to not-allowed in the PROFILE file.  
Unicast messages are sent using TCP unlike multicast messages which are 
sent using UDP. 

13B05 SENDMAIL CONFIGURATION FILES 
The configuration files for Sendmail, the setting required for P_MUL, and the method of 
telling Sendmail to use P_MUL, are outlined below: 
 

Location: /etc/mail 

ACCESS and ACCESS.DB  These files are not used with P_MUL and are blank. 

ALIASES and 
ALIASES.PAG 

These files are not specifically used or changed for 
P_MUL. 

LOCAL_HOST_NAMES  This file tells Sendmail which domains to accept and 
deliver to mailboxes on the Sendmail server.  This 
was used in our testing to allow messages to be 
delivered to the Sendmail server. 

MX_TABLE This is one of the key files to Sendmail.  It lists the 
domain names and the next MTA server to pass the 
message.  Note that Internet bound messages would 
need their domains added to this list. 

RELAY-DOMAINS This contains a list of the domains that Sendmail is 
allowed to relay.  In this case, all of the ship domains 
and the shore domain have to be included.  This is 
only necessary for the NOC sendmail server to allow 
messages to be relayed between Sendmail and other 
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MTA at the NOC.  Note that Internet bound 
messages would need their domains added to this list.

SENDMAIL.CF The Sendmail configuration file is supplied with 
P_MUL.  Its main difference to the default Sendmail 
configuration file is that it enables the use of some 
additional features like the use of the mx_table. 

 

 

Location: /etc 

MAILERTABLE  These is another key file to Sendmail and P_MUL.  
The mailertable.db file is generated from the 
mailertable text file for improved performance.  It 
contains a list of the domain names and specifies how 
and where to send them.  The “how” is either 
P_MUL or SMTP and the “where” is the IP address 
of the next MTA server.  Note that Internet bound 
messages would need their domains added to this list.

 
 

13B06 P_MUL FILES 

This section describes the files installed with P_MUL, a description of their purpose, and 
the format of the configuration files. 

a. EMCON      Location: /export/home/pp/.smtpmul (hidden directory) 

This file lists the IP addresses of this and other P_MUL servers.  The lines 
are commented (with the # symbol) unless the server is to be treated in 
EMCON mode.  The operator can remove the # from the appropriate line 
to let P_MUL know not to expect acknowledgement of transmission.  
P_MUL will transmit messages according to the specified number of times 
as set in the outbound.cfg file. 

Format:      own.host.ip.addr[tab]sending.host.ip.addr 
Example: 

192.238.1.13 192.218.2.13 

192.238.1.13 192.232.1.13 
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b. GROUPS      Location: /export/home/pp/.smtpmul (hidden directory) 

The GROUPS file lists the class D addresses for which the P_MUL server 
willlisten on for transmissions and reception. 

Format:      ip.addr.of.group 
Example:  

239.1.2.3 

239.1.2.4 

239.1.2.6 

c. OUTBOUND.CFG  Location: /export/home/pp/.smtpmul (hidden 
directory) 

This file contains the configuration for the P_MUL servers that the local 
server communicates with.  The operator can configure the EMCON mode 
for the servers in this file. 

Example: 
#********************************************************** 
# 
# Outbound_Handler configuration file 
# 
#********************************************************** 
 
# Maximum number of re-transmissions to a MTA in EMCON 
EMCON_retransmission_count 5 
 
# Default Latest Delivery Time Offset of a message in 
minutes 
Default_Latest_Delivery_Time_Offset 4320 
 
# For Unicast sending 
#Receiving_MTA 10.232.1.13 10.232.1.13 NORMAL 
Receiving_MTA 10.218.2.13 10.218.2.13 NORMAL 
Receiving_MTA 10.238.1.13 10.238.1.13 EMCON 
 
# Group and EMCON information of Receiving MTAs 
Receiving_MTA 10.232.1.13 239.1.2.6 NORMAL 
Receiving_MTA 10.218.2.13 239.1.2.6 NORMAL 
Receiving_MTA 10.238.1.13 239.1.2.6 EMCON 

 
 

d. PROFILE  Location: /export/home/pp/.smtpmul (hidden directory) 



UNCLASSIFIED 
 

Annex B to Chapter 13 of ACP 200 
 

13-B-6 
UNCLASSIFIED 

This is the main configuration file for P_MUL.  It contains configuration 
for log files, queue timings, retry timings, etc.  It also contains a setting to 
change P_MUL to only perform multicast transmission.  By default, 
P_MUL will perform a unicast transmission if the message is only going 
to a singledomain. 

13B07 OTHER FILES  

a. Location: /export/home/pp/runsmtp 

LISTPS Lists the P_MUL and Sendmail processes running 

SENDMAILSTOP Script to stop Sendmail 

SENDMAILSTART Script to start Sendmail with appropriate settings 

P_MULSTOP Script to stop P_MUL 

P_MULSTART Script to start P_MUL with appropriate settings 

TX P_MUL Transmit program 

RX P_MUL Receive program 

b. Location: /export/home/pp/smtpPmul 

Contains library files copied to various lib directories during installation 

c. Location: /var/multicast/logs 

Contains the log files for P_MUL showing the transmit and receive 
sessions 

d. Location: /var/multicast/sent_store 

Contains the messages being sent.  Once delivery acknowledgement has 
been received, these messages are deleted. 

e. Location: /var/multicast/received_store 

Contains the messages being received.  Once the messages have been 
received and verified they are sent to Sendmail and then removed from 
this directory. 

f. Location: /etc/mail 
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Contains the Sendmail configuration files.  Other files are located in the 
/etc directory instead.  These are mailertable and mailertable.db and are 
used by Sendmail. 

g. Location: /opt/bin 

The location of the makemap program that is used to create the .db file for 
mailertable. 

13B08 INSTALLATION OF SMTP P_MUL SOFTWARE  

a. Set up pp account 
Login as root 
 
At the UNIX prompt type admintool and press ENTER. 
 
The Sun Admintool will appear on the screen. 
 
Select the Browse menu. 
 
Select accounts.  
 
A list of accounts will be displayed in the text window. 
 
Look for pp account under the UU heading,  
 
If found, move cursor to the pp item. 
 
Select the Edit menu. 
 
Select Delete. 
 

Note:  Before deleting pp account, please contact administrator 
 
Verify the pp account is deleted and no longer appears in the text field. 
 
Select the Browse menu. 
Select groups. 

A list of groups will be displayed in the text window. 
 
Look for pp user groups, if found move cursor to all pp items and select delete from the edit 
menu to delete the pp user group(s). 
Add pp user group. 
Select add from the edit menu. 

A form will appear on the screen. 
 
Type in the following data for the fields listed below. 
 

Group Name:  ppusers 
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Group ID:  200 
 
Member List:  ppusers 
        
Click on the 'OK' button 

 
Select users from the browse menu 
 
Select add from the edit menu. 

The User Identity Window will appear on the screen. 
 
Type in the following data for the fields listed below. 

User name:  pp 
User ID:  2000 
Primary Group:  200 
Secondary Group: ppusers 
Comment:  ppadmin 
Path: /export/home/pp 
Login shell:  C 
Password:  <password> 

If this is the first time establishing a password select:  Normal Password. 
A pop-up window will appear on the screen. Type in new password twice and exit. 

Note: recommend changing the password after installation.   
Click on the OK button.  
Click on the EXIT button. 
Verify the pp account has been created.   
 
Logout as root. 
Login as pp. 
 
If the pp user account does not exist go back to the Step A and recreate a pp account. Prior to 
adding a pp account, remove old pp accounts. If this problem persists contact your System 
Administrator. 
 

b. Install P_MUL Software 
 

Mount cdrom to the Sun system. If this problem persists contact your System Administrator. 
 
        # mount /dev/cdrom /mnt 
   

Untar the P_MUL files from the CD-ROM. 
 
Login as root 
#tar -xvf /cdrom/cdrom0/pmulsmtp.tar 
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Note:  The above is the example of Solaris 2.7 OS version. If you have other than that, 
contact your system Administrator. 

 
Check to see if your system has the following libraries. These libraries are needed for your 
system.  
 

# ls /usr/lib/libresolv.so.1 
# ls /usr/lib/libresolv.so.2 
# ls /usr/lib/libdb.a 

 
If not, copy the libraries from /export/home/pp/smtpPmul to /usr/lib/ directory. 
 

For Example: 
#cp -p /export/home/pp/smtpPmul   /usr/lib/libdb.a  

 
Check the permission and the owner of the library files.   
 

 #cd /usr/lib  
 #ls -l 

 
A listing of the library files will be appear on the screen: 

-rwxr-xr-x   1 bin      bin        35564 Apr  7  1999 libresolv.so.1 
-rwxr-xr-x   1 bin      bin        65700 Apr  7  1999 libresolv.so.2 
-rwxr-xr-x   1 bin      bin        65700 Apr  7  1999 libdb.a 

 
If the permission and ownership appear different that the listing shown above, then execute the 
commands below to change file ownership and permissions, and re-check the permissions 
again. 
 
For  Example: 
 
  #chmod 755 libresolve.so.1 
  #chown bin:bin libresolve.so.1 
 
 

 

13B09 SMTP APPLICATION CONFIGURATION 

a. sendmail.cf file 
Login as root. 
 
Modify local-host-names file to name the local host as the mail server. 
 

# vi /etc/mail/local-host-names. 
 
Format: 
<local host name>.<domain>[tab]<local host name>[tab]<IP address> 
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For Example: 
gardenia.spawar.navy.mil gardenia 128.49.212.9 

 
Save changes and exit the file. 
 

 

b. mailertable file  
This file directs sendmail to use P_MUL to send mail out to remote MTAs. 
 
Login as root 
 
Modify the mailertable 

#vi /etc/mailertable 
 
Format:  
<remotel host name>.<domain>[tab]pmul:[localhost] 
 

For Example: 
ashbeech.spawar.navy.mil pmul:[localhost] 

 
Save changes and exit the file. 
 
Rebuild the mailertable to map the remote MTAs to the P_MUL mail server. 
 
Login as root 

#/opt/bin/makemap -v hash /etc/mailertable <  /etc/mailertable  
        
 A warning:  "Warning write to /etc" may appear on the screen. 
 

 

c. Sendmail 
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Get the sendmail process ID number. 
 
# ps -ef | grep sendmail 
 

A listing of active sendmail processes will appear on the screen.  Pick the process ID 
from /usr/sbin/sendmail to kill. A process ID is the number that appears in the second 
column of data that is displayed by this command. 

  
For Example:   
root 90 1 0 10:43:27 0:01 /usr/sbin/sendmail 
root 311 300 1 11:57:32  pts/2 0:00 grep sendmail 
 
Kill the sendmail process and restart the new process.  Replace ID with the process ID number 
obtained from the previous Step. 
 
#kill -15 <ID> 
(where ID = process ID number) 
 

For Example: 
# kill -15  90 
 

Run sendmail 
Login as root. 
  
Execute the following command: 

# /usr/lib/sendmail -bd -q1h 
 

 
 

d. Inetd.conf file  
Login as root. 

Modify /etc/inetd.conf file 

#vi /etc/inetd.conf 

Search for pop3. 

Add or verify that the following line exist: 

pop3 stream tcp nowait root /opt/share/bin/popper popper -s 

Save changes. 

Exit the file. 
 

e. Services file 
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Login as root. 
 
Modify /etc/services file 
 

#vi /etc/services 
 
Search for pop3 
 
Add or verify that the following line exist: 
 

pop3 110/tcp  #Post Office 
 
Save changes and Exit the file. 
 

 
 

f. inetd process   
Login as root.  
 
Get the process ID number of the inetd process. 
 
#ps -ef | grep inetd 
 
A listing of active inetd processes will appear on the screen.  Pick the process ID from 
/usr/sbin/inetd to kill.   A process ID is the number that appears in the second column of data that 
is displayed by this command. 
  
For Example:   
root 66 1 0 10:43:27  0:01 /usr/sbin/inetd 
root 311 300 1 11:57:32  pts/2 0:00 grep inetd 
 
Kill the inetd process and restart the process.   Replace ID with the process ID number obtained 
from the previous Step. 
 
#kill -HUP <ID> 
(where ID = process ID number) 
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g. var Partition 
/var/multicast directory will be created from the untar distribution. 
 
To increase space for the var partition, find an empty partition and make a soft link to it.  
 

Note: This Step is optional. 
 
Note:  The minimum requirement for the size of the var directory is 200MB.  This 
directory will contain all the messages that are received and sent, as well as message 
logs.  Increase the size of this partition according to your network configuration.  

  
For Example: 
# mkdir /export/home/multicast 
# rm  /var/multicast/* 
# ln -s /export/home/multicast /var/mulicast 
 
Create logs directory. 
# mkdir /var/multicast/logs 
 
Change the owner and permission of the multicast/logs directory. 
Login as root 
#chown pp:ppusers /var/multicast/logs 
#chmod 755 /var/multicast/logs 
 

 

h. mx_table file 
The mx_table file contains the routing rules for message. 
 
Login as pp. 
Modify the mx_table file to add destination and receiving routing rules. 
 
vi /etc/mail/mx_table 
 
Format: 
# Destination   Receiving MTA. 
# <destination host name>.<domain>[tab]<receiving host name>.<domain> 
 
For Example: 
ashbeech.spawar.navy.mil ashbeech.spawar.navy.mil 
 
Save changes. 
 
Exit the file. 
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13B10 P_MUL TRANSFER SYSTEM MANUAL CONFIGURATION 

a. profile file 

 

b. Groups file 

 

c. EMCON Configuration for Ships 
The EMCON configuration for ships resides in the EMCON file.  A "#" sign is used as the 
indicator to set the EMCON state for the ships.   A "#" sign in front of the IP addresses sets the 
EMCON state for the ships to NORMAL.  If no "#" sign exist in front of the IP addresses the 
EMCON state for the ships is EMCON. 
  
Add or verify that the local host IP address and shore address exist in this file: 
 
Login as pp 
vi /export/home/pp/.smtpMul/EMCON  

Note:  The file may be needed to modify. 
 
Format: 

This file contains the paths to the comme_in executable file, the level logs, and some other 
parameters. Modify it as your own risk. 
(Note: modifications to this file are optional during initialization.) 
 
To modify the profile file:  
 
Login as pp 
#vi /export/home/pp/.smtpMul/profile 

This file contains static multicast group IP addresses. 
(Note: modifications to this file are optional during initialization.) 
To modify the Groups file: 
 
Login as pp 
#vi /export/home/pp/.smtpMul/Groups 
 
Add or Verify that the following static multicast group IP addresses are found in this file: 
 
239.1.2.3 
239.1.2.4 
... 
Format: 
<Multicast Group IP Address> 
where the IP should be class D 
Save changes. 
Exit the file. 
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#own host sending_MTA 
<local host IP address>[tab]<shore IP address> 
For Example: 
#128.49.212.55 128.49.212.9 
Modify the EMCON status of the ships. 
Remove the "#" sign to configure an EMCON, insert a "#" sign to configure a Normal state. 
Save changes. 
Exit the file. 
 

 

d. EMCON Configuration for the Shore 
The EMCON  state for the shore resides in the outbound.cfg file.   The EMCON state for the 
shore appears in this file as a label, NORMAL or EMCON,  appended to each receiving MTA 
listed in this file.  To change the EMCON state of a receiving MTA change the label to reflect 
the state desired.   
 
Note:  An MTA that appears in the unicast and multicast listing categories must have the same 
EMCON state set in both categories. 
 
Open the outbound.cfg to Add and Verify the Receiving_MTAs IP addresses, group addresses, 
categories and EMCON state. 
Login as pp 
vi /export/home/pp/.smtpMul/outbound.cfg 
 
Format: 
#Unicast sending 
Receiving_MTA[tab]<IP address>[tab] <IP address>[tab]<EMCON state> 
     
#Group Multicast  
Receiving_MTA[tab]<remoteIP address>[tab] <group IP address>[tab]<EMCON state> 
                   (where EMCON state = NORMAL or EMCON)  
 
For Example: 
# Unicast sending 
Receiving_MTA 128.49.212.55 128.49.212.55 EMCON 
Receiving_MTA 198.253.13.124 198.253.13.124 NORMAL 
Receiving_MTA 128.49.212.9 128.49.212.9 NORMAL 
 
# Group 3 Multicast 
Receiving_MTA 128.49.212.55 239.1.2.3 EMCON 
Receiving_MTA 198.253.13.124 239.1.2.3 NORMAL 
Receiving_MTA 128.49.212.9 239.1.2.3 NORMAL 
Save changes and exit the file. 
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13B11 DYNAMIC/STATIC MULTICAST CONFIGURATION 

a. Dynamic multicast group option 
Login as root. 
Modify the sendmail.cf file by vi /etc/mail/sendmail.cf command. 
Search for the A=/opt/share/bin/comme_out string. Make sure there is no -s[mulicast group] 
string there.  If yes, delete -s[multicast group] string.  Then kill and restart the sendmail process 
as: 
Login as root. 
Get sendmail ID: 
# ps -ef | grep sendmail. 
Kill sendmail daemon: 
# kill -15 [ID]. 
Restart sendmail daemon: 
/usr/lib/sendmail -bd -q1h. 
 

 

b. Static multicast group option 
Login as root. 
Modify the sendmail.cf file by vi /etc/mail/sendmail.cf. 
Search for the A=/opt/share/bin/comme_out string. 
Add the -s[mulicast group] string there. 
Example: A=/opt/share/bin/comme_out -s239.1.2.6 -v10 -l/var/multicast/logs/comme_out.log $i 

Notes:  The is no space between -s and multicast group. 
Kill and restart the sendmail process as: 
Login as root. 
Get sendmail ID: 
# ps -ef | grep sendmail. 
Kill sendmail daemon: 
# kill -15 [ID]. 
Restart sendmail daemon: 
/usr/lib/sendmail -bd -q1h. 
Add that specific multicast group to Groups file as: 
vi /export/home/pp/.smtpMul/Groups. 
Example: 239.1.2.6. 
Add that multicast group to outbound.cfg file as: 
vi /export/home/pp/.smtpMul/outbound.cfg. 
Example: 
Receiving_MTA<TAB>128.49.212.9<TAB>239.1.2.6<TAB>NORMAL 
 
 

13B12 TROUBLESHOOTING TOOLS 

a. Host Connectivity 
Check connectivity between hosts using the ping command.  The ping utility sends a particular     
kind of data packet to a remote computer that causes the remote system to send a back a reply.   
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/usr/sbin/ping <remote host name> 
 
Note:  There may be several reasons why a system does not answer other than a broken network 
interface.  The remote computer may be down, a firewall may exist that would prevent a ping 
from being successful or there may be a software failure. Check with the remote site's System 
Administrator. 
 

 
 

b. Message Flow Snoop 
The Solaris command "snoop" can be useful to see if packets are really flowing.   
 
Login as root. 
 
Snoop between local and remote host IP addresses. 
 
Format:  snoop between <local IP address> and <remote IP address> 
 
For Example: 
  
#snoop between 128.49.212.5 and 128.49.212.55 
Snoop a multicast address to see if your system has sent/received any data on a multicast address 
packet 
Format:   snoop udp <multicast address> 
For Example: 
  
#snoop udp 239.1.2.3 
 

 
 

c. Message Trace 
To watch the messages transferred between PMUL and other MTA, use "tail" Unix command  to   
incoming and outgoing messages or log files. 
tail -f /var/multicast/logs/transmit.log. 
 

 

d. Check Addresses 
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Using the command 
 
/usr/lib/sendmail -v -bt 
 
Type in the 3,0 user@<hostname>.<fully qualified domain name>. 
 
Press Ctrl + z to exit. 
 
The followings below are the output examples: 
        
For local host: 
              > 3,0 USER@GARDENIA.SPAWAR.NAVY.MIL 
rewrite: ruleset   3   input: user @ gardenia . spawar . navy . mil > 
rewrite: ruleset  96   input: user < @ gardenia . spawar . navy . mil > 
rewrite: ruleset  96 returns: user < @ gardenia . spawar . navy . mil . > 
rewrite: ruleset   3 returns: user < @ gardenia . spawar . navy . mil . > 
rewrite: ruleset   0   input: user < @ gardenia . spawar . navy . mil . > 
rewrite: ruleset 199   input: user < @ gardenia . spawar . navy . mil . > 
rewrite: ruleset 199 returns: user < @ gardenia . spawar . navy . mil . > 
rewrite: ruleset  98   input: user < @ gardenia . spawar . navy . mil . > 
rewrite: ruleset  98 returns: user < @ gardenia . spawar . navy . mil . > 
rewrite: ruleset 198   input: user < @ gardenia . spawar . navy . mil . > 
rewrite: ruleset 198 returns: $# local $: user > 
rewrite: ruleset   0 returns: $# local $: user > 
 
The last line should be read as "# local". 
  
For the remote host name: 
 
> 3,0 USER@ASHBEECH.SPAWAR.NAVY.MIL 
rewrite: ruleset   3   input: user @ ashbeech . spawar . navy . mil > 
rewrite: ruleset  96   input: user < @ ashbeech . spawar . navy . mil > 
rewrite: ruleset  96 returns: user < @ ashbeech . spawar . navy . mil > 
rewrite: ruleset   3 returns: user < @ ashbeech . spawar . navy .  mil > 
rewrite: ruleset   0   input: user < @ ashbeech . spawar . navy .  mil > 
rewrite: ruleset 199   input: user < @ ashbeech . spawar . navy . mil > 
rewrite: ruleset 199 returns: user < @ ashbeech . spawar . navy . mil > 
rewrite: ruleset  98   input: user < @ ashbeech . spawar . navy . mil > 
rewrite:  ruleset  98 returns: user < @ ashbeech . spawar . navy . mil > 
rewrite: ruleset 198   input: user < @ ashbeech . spawar . navy . mil > 
rewrite: ruleset 95 input : < pmul: [ localhost ] > user < @ ashbeech . spawar . navy . mil  > 
rewrite: ruleset  95 returns: $# pmul $@ [ localhost ] $: user < @ ashbeech . spawar . navy . mil > 
rewrite: ruleset 198 returns: $# pmul $@ [ localhost ] $: user < @ashbeech . spawar . navy . mil > 
rewrite: ruleset   0 returns: $# pmul $@ [ localhost ] $: user < @ ashbeech . spawar . navy . mil > 
 
The last line should be read as "# pmul". 
 
/opt/share/bin/transmit, receive, comme_in, comme_out, and popper. 
/etc/mail/sendmail.cf, mx_table, and local-host-names. 
/etc/mailertable, and mailertable.db. 
/opt/bin/makemap. 
/usr/lib/libdb.a, and sendmail. 
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/export/home/pp/.smtpMul/profile, EMCON, Groups, and outbound.cfg. 
/export/home/pp/smtpPmul/libdb.a, libresolv.so.1, and libresolv.so.2. 
/etc/rc2.d/S97pmulsmtp. 
/etc/init.d/pmul.smtp 
/var/multicast/logs, received_store, and sent_store. 
/export/home/pp/runsmtp/listps, pmulstart, pmulstop, sendmailstart, sendmailstop, tx, and rx. 
/export/home/pp/Readme.txt 
 

 

13B13 P_MUL FILE LOCATION 
 
 

/opt/share/bin/transmit, receive, comme_in, comme_out, and popper. 
/etc/mail/sendmail.cf, mx_table, and local-host-names. 
/etc/mailertable, and mailertable.db. 
/opt/bin/makemap. 
/usr/lib/libdb.a, and sendmail. 
/export/home/pp/.smtpMul/profile, EMCON, Groups, and outbound.cfg. 
/export/home/pp/smtpPmul/libdb.a, libresolv.so.1, and libresolv.so.2. 
/etc/rc2.d/S97pmulsmtp. 
/etc/init.d/pmul.smtp 
/var/multicast/logs, received_store, and sent_store. 
/export/home/pp/runsmtp/listps, pmulstart, pmulstop, sendmailstart, sendmailstop, tx, and rx. 
/export/home/pp/Readme.txt 
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Chapter 14 
NETWORK NAMING AND ADDRESSING 

1401 INTRODUCTION 

There are three important aspects for naming and addressing within a MTWAN: the 
allocation of IP addresses, the assignment of unique names for the network domains and 
computers, and the installation and management of Domain Name Service (DNS) servers 
that support the network.  

1402 AIM 

The aim of this chapter is to firstly define how names and addresses for entities in a 
MTWAN should be allocated and managed, and secondly how DNS should be 
configured and linked to national name services. 

1403 OVERVIEW 

a. One of the major activities in establishing a MTWAN is to identify and 
promulgate the names and addresses of network elements, including attached 
end systems and workstations. Addresses should be allocated with attention to 
the network topology in order to maximise the efficiency of routing 
information distribution, and hence the data throughput. 

b. The domain name service (DNS) has to be linked in to DNSs in national and 
coalition networks in order to provide address information relating to entities 
outside the MTWAN, and to publish similar information on MTWAN entities 
in these external networks. 
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NAMING AND ADDRESSING SOP 

14A01 INTRODUCTION 

Host and Domain naming has a direct bearing on IP addressing.  In turn, because IP 
addressing underlies the configuration of both node hardware and software applications, a 
small amount of time spent developing a realistic IP address pre-assignment scheme pays 
significant dividends1.  The standard operating procedures for assignment of IP 
addressing used in the MTWAN is addressed within this document. 

14A02 AIM 

This SOP details the standard convention to be used for the naming of hosts and domains 
utilised in the MTWAN networking environment, and the procedure to be followed when 
assigning IP addresses associated with host and domain names. 

14A03 HOST NAMING CONVENTION 

a. Used to generate the names for individual pieces of equipment (such as 
computers, printers, routers etc) the host name will be comprised, in order, of the 
following three fields:   

(1) Use — an abbreviation with a maximum of five letters designating the use 
of the individual item of equipment, or name of the demonstration which 
this item of equipment hosts (e.g. GCCS-M, Email, DCP) taken from the 
mandatory list at Table 14-A-1. 

 
Use 
Abbreviation 

Use Remarks 

gccsm GCCS-M or similar COP  

uhf particular use of a CAP VME card see Type 

cvat Vulnerability assessment workstation  

time LAN time generator  

mail Email or messaging generally a server 

dns Domain Name Service generally a server 

web world wide web generally a server 

                                                 
1  The use of IP sub-netting is also highly recommended, when there is routing 

protocol support for this.  In an environment of OSPF and BGP-4, the use of sub-
netting can significantly reduce the number of IP addresses that are required. 
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gbs Global Broadcast System generally a server 

dcp Distributed Collaborative Planning workstation  

gen general workstation e.g. MS Office 

  Spare 

  Spare 

  Spare 

Table 14-A-1: Abbreviations for ‘Use’ 

(2) Type — an abbreviation with a maximum of four letters to indicate the 
type of equipment taken from the mandatory list at Table 14-A-2. 

 
Type 
Abbreviation 

Type Remarks 

cap Channel Access Processor (CAP) Equivalent to SNAC 

card VME  Card  

criu CAP to Router Interface Unit 
(CRIU) 

Equivalent to SRIU 

pntr Printer  

rout Router  

serv Server  

snac Subnet Access Controller (SNAC) Equivalent to CAP 

sriu SNAC to Router Interface Unit 
(SRIU) 

Equivalent to CRIU 

wkst Workstation PC, X-terminal etc 

  Spare 

  Spare 

  Spare 

Table 14-A-2: Abbreviations for ‘Type’ 

(3) Unique Identifier — a letter of the alphabet (starting at ‘a’), or 
combination of letters up to 4 letters maximum, used only where necessary 
to differentiate between two or more machines within a unit which would 
otherwise have the same name (e.g. pntr-a and pntr-b or pntr-4m and pntr-
colr if greater delineation is required). 

b. To improve readability, the host name elements are to be separated by a 
hyphen (‘-‘) (see examples below). If the “Type” component provides 
sufficient information, for example if there is only one router, then the “Use” 
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component and following hyphen may be dropped. This will most commonly 
occur with devices, which have only one specific function and are the only 
one of their kind, e.g. printers and routers. 

c. Note that host names can not begin with a number (ie. the  ‘use’ field of the 
host name may not start with a number). 

d. Tables 12-A-1 and 12-A-2 can be amended for specific events (e.g. 
operations, exercises, demonstrations, trials).  However, such amendments 
will only apply to that event. 

e. From the above mandatory values for Use and Type some example host 
names could be generated as follows: 

mail-serv 

uhf-cap 

gccsm-serv 

hf-criu 

gbs-rout 

dcp-wkst-a 

dcp-wkst-b 

cvat-wkst 

14A04 DOMAIN NAMING CONVENTION 

a. Used to generate the names for domains within which the hosts will operate, the 
domain naming convention will comprise: 

 
(1) Unit — representing the name of the node or site; 
 
(2) Service — selected from: navy, army, air, marines, joint; and 

 
(3) Country — the two-letter country code as used on the Internet. 

b. For naval units, the above convention translates to "shipname.navy.country".  For 
example, the USS BATAAN will have the DNS domain "bataan.navy.us".  For 
the US marines this convention translated to "unit.marines.us", i.e., 
"us2mef.marines.us".  The UK Marines utilised the "navy" domain, i.e., 
"uk3cdobde.navy.uk" and "uk40cdo.navy.uk". 

c. Standard formal National prefixes should not be included in the “unit” portion, as 
this is implied via the “country” portion.  For example, in the case of Ships, unit 



UNCLASSIFIED 
Annex A to Chapter 14 to ACP 200 

14-A-4 
UNCLASSIFIED 

names are not to include “HMAS”, “HMCS”, “HMNZS”, “HMS” or “USS” etc. 

d. Although there are no DNS imposed restrictions on the length of the “Unit” 
component, for reasons of usability the length for MTWAN purposes shall be 
constrained to 15 characters. Further it must be unique within the service and 
country, e.g. there could be an ottawa.navy.ca, ottawa.navy.us and ottawa.air.ca, 
but not another ottawa.navy.ca. 

e. As with host names, the domain name can not begin with a number (ie the ‘unit’ 
field may not start with a number); therefore units like 3 CDO BDE will have to 
have a prefix (see examples). 

(1) Examples: 
canterbury.navy.nz 
p3korion.air.nz 
lcomd.army.nz 
pnoc.navy.us 
ottawa.navy.ca 
us2mef.marines.us 
uk3cdobde.marines.uk 

(2) Finally some complete name examples: 
mail-serv.canterbury.navy.nz 
dcp-wkst-b.p3korion.af.nz 
rout.lcomd.army.nz 
gbs-rout.pnoc.navy.us 
criu-card.ottawa.navy.ca 
gccsm-serv.us2mef.marines.us 
dcp-wkst-a.uk3cdobde.marines.uk 

14A05 IP SUBNETTING AND MULTICAST ADDRESSING 

a. Internet Protocol (IP) addressing consists of a series of four byte addresses 
separated by dots.  These four bytes uniquely identify each node in a network and 
distinguish it from every other node in the world.  Addresses are classified as 
Class A, B, C or D.  A full description of IP addressing is provided at Appendix 1. 

b. Class D Multicast Addressing. The IP packet header includes a Class A, B, or C 
unicast source address, or a Class D multicast group address.  When a host sends 
a multicast message (using the PIM routing protocol) it simply broadcasts it on 
the local net, it does not send it to a destination. If the router knows of other 
routers that have advertised that they have members of this group, it accepts the 
packets and forwards them to the other routers.  The destination routers then 
broadcast the packets on their local LAN and local hosts that have announced 



UNCLASSIFIED 
Annex A to Chapter 14 to ACP 200 

14-A-5 
UNCLASSIFIED 

group membership accept the packets.   The basic approach is that Class D 
addresses are not assigned to any host and as such do not need to be registered.   
Note that Class D multicast addressing applies only to connectionless transport 
protocols, such as UDP. TCP does not support multicasting. 

 
c. The Primary NOC is responsible for the allocation of Class D addresses 

within the MTWAN. It will need to co-ordinate with the network control 
centre of any attached WAN (such as a CWAN) to ensure that the 
addresses are unique.  

d. Unicast Class C IP Subnetting. Unicast operation is performed using the 
OSPF routing protocol.  The OSPF routers send 5 types of LSAs to build 
up the routing tables.  For unicast the IP header includes both the source 
and destination Class A, B, or C IP address.  Each address is unique to the 
host computers.  Class C IP subnetting is used to reduce the number of IP 
addresses required for MTWAN Networking.  By subnetting, it is meant 
that a single Class C IP network address is used on multiple physical links.  
For example, the Class C IP network address 204.34.48.0 contains 256 
individual IP addresses.  Sections of this network can be used on 
approximately 10 different node-to-node links.  Without subnetting, these 
node-to-node links would require 10 separate Class C networks.  Given a 
general shortage of IP address availability, and for naval operations in 
particular, this provides a useful saving. 

 
e. In order to realise the reduction in IP addresses which is possible with 

subnetting, support is required in the intra-domain and inter-domain 
routing protocols.  The routing protocols used at present to provide this 
support are OSPF and BGP-4.  These have been tested for router subnet 
support on a wide variety of routers and applications.  Specifically, routers 
from Proteon, 3Com, Cisco, and Bay Networks seamlessly support 
subnetting via OSPF and BGP-4.  To date no application appears to be 
impacted by subnetting Class C IP addresses. 

 
f. Mulitcast Subnetting. Multicast is accomplished using PIM and IGMP in 

the host computers.  IGMP is used to announce to PIM routers that they 
are interested in a group of information.  This is done by IGMP joining 
groups of class D IP addresses.  PIM then announces to other routers that 
it has members of the group.  When a host sends a multicast message, the 
routers determine where hosts are that have announced interest in the 
group, and the message is forwarded to those routers for local distribution. 

14A06 IP ADDRESSING CONVENTION 

a. The starting point for IP address allocation is to determine the connectivity 
of the network. There are three possibilities: either the network will be 
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connected to another already established one, or it will be connected in the 
future to another yet to be established network, or it will remain 
standalone. The two latter network cases are similar in the amount of 
responsibility the network must take on, and so will be considered 
together. 

b. For the purposes of this convention an IP address will be considered as 
being made up of two parts: the Class and the Host (where Class is the 
conventional IP address class). These parts correspond to the domain and host 
names used earlier. The Class part will be assigned by an IP Address 
Authority, with the Host part assigned by the owning unit (e.g. HMCS 
OTTAWA). An IP Address Authority is charged with co-ordinating the range 
of IP address that will be used by individual units when assigning their Host 
parts. This convention only covers the use of Class C and sub-netted Class C 
addresses.   

c. The IP Address Authority for a MTWAN (with no external connection to an 
existing network) is the MTWAN NOC.  Nations will utilise their existing 
public IP addresses where possible, and advise the MTWAN NOC before 
joining the network.  The MTWAN NOC will assign IP addresses for multi-
national WAN links and to nations unable to utilise national IP addresses. 
c. If the network will be joining another already established network, then it 
is assumed that they will already have an IP Address Authority.  Consequently 
they will assign either a Class C or a subnet of a Class C address to each unit 
in the network.  In the standalone and being joined by another yet to be 
established network cases no IP Address Authority exists; so one will be 
created. 
 
 

14A07 IP ADDRESS AUTHORITY TASKS 

a. The function of the IP Address Authority is to co-ordinate the IP addressing 
architecture and will assign IP addresses to units unable to utilise national 
addresses.  Consideration will need to be given to the number of network 
nodes the particular unit has with allowance for growth. 

b. The IP Address authority will also allocate address ranges to multi-national 
WAN links.  Where multi-member communication bearers are used, the 
authority will ensure that each member are part of the same subnet. 

14A08 UNIT ASSIGNMENT OF HOSTS 

Each unit is responsible for allocating the Host portion of the IP address for their hosts 
and inter-unit communications links.



UNCLASSIFIED 
Appendix 1 to Annex A to Chapter 14 to ACP 200 

14-A1-1 
UNCLASSIFIED 

IP ADDRESSING 

Internet Protocol version 4 (IPv4) defines IP addresses as 32 bits long, consisting of a 
series of 4 address bytes separated by dots.  These 4 bytes uniquely identify each node in 
a network and distinguish it from every other node in the world.  For example, if the 
address for a PC is 146.143.240.90, then that 4-byte address is unique throughout all the 
world.  It is in fact, similar to a telephone number.  Other members wishing to 
communicate with this node simply send all the packets to this IP address.  IP addresses 
are assigned by the Internet Assigned Numbers Authority (IANA) whose web site can be 
found at http://www.iana.org 

IP addresses are divided into a number of categories called classes.  These classes are 
summarised at Table 14-A1-1 and represented in Figure 14-A1-2. 

   
 
 
Class 

Most 
Significant 
Bits of Address 

Network 
MASK 
Value 

No. of 
ADDRESSES 
Available 

No. of  
HOSTS 
Available 

Class A 0000 255.0.0.0 128 16,777,214 
Class B 1000 255.255.0.0 16,384 16,382 
Class C 1100 255.255.255.0 2.1 million 253 
Class D 
(Multicast) 

1110 N/A N/A N/A 

Table 14-A1-1 – IP Address Classes 

 
 

 0 8 16 24 32 
Class A 0 Netid hostid 
         
Class B 1 0 Netid hostid 
         
Class C 1 1 0 Netid hostid 
         
Class D 1 1 1 0 multicast address 

Figure 14-A1-2 – IP Address 

IP addresses are often represented in dotted decimal notation.  Each byte (with a value 
between 0 and 255) is separated from other bytes by a dot (or period), as in the example 
146.143.240.90 from above.  Note that each IP address has an associated 32-bit mask 
value.  The mask, when ANDed with the address, divides the address into two parts.  One 
part is a network address that uniquely identifies the network, and the other is a host 
address that uniquely identifies the host within a given network.  In other words, besides 
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being a unique addressing scheme for individual nodes, the IP address is also a 
mechanism for addressing networks within networks.   

An organisation that receives a Class B address might not have 16,000 odd computers, 
but it is likely to have a couple of hundred computers at each of a number of sites.  The 
organisation can simply re-define the network mask value, incrementing the number of 
bits that constitute the mask (as shown diagrammatically above).  This process is called 
subnetting.  Obviously subnetting reduces the number of addresses available for host 
computers and routers (hostid), but increases the number of available networks (netid). 

For instance, the 146.143.240.90 example above actually consists of two networks, a 
Class B network and a Class C network.  The Class B network is identified by the first 2 
bytes of the network IP address.  All nodes in that network are further identified by the 
third byte in the IP address (the three bytes forming a Class C address).  Accordingly, the 
node with address 146.143.240.90 is a member of the Class C Network, or subnet, known 
as 146.143.240.  This subnet, in turn, is a member of a Class B Network known as 
146.143.  Nodes on different Class C networks are accessed through routers. 
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DOMAIN NAME SERVICE SOP 

14B01 INTRODUCTION 

a. The primary services of DNS are:  

• name-to-IP-address mapping,  
• IP-address-to-name mapping, and  
• locating the correct mail hub for any given machine or sub-domain.  

b. Applications such as SMTP mail, Telnet, FTP and Web Browsers are the primary 
users of DNS. In any particular deployment of an MTWAN, the adopted Domain Name 
Service (DNS) topology should seamlessly support the host and domain naming structure 
specified in this document. 

14B02 AIM 

This document explains how to set up and configure DNS to support an MTWAN. 

14B03 OVERVIEW 

a. The DNS hierarchical structure adopted to support multi-national operations is 
shown in Figure 14-B-1. The naming scheme selected for the MTWAN is 
unit.service.country.  For naval units the convention translates to 
shipname.navy.country. For details on the naming scheme, refer to the SOP for 
Network Naming and Addressing. 

root
“.”

“.au” “. ca” “. nz” “.uk” “.us” “.int”

“navy.au”

“brisbane.navy.au”“robertson.navy.au”  
Figure 14-B-1: - Domain Name Schema 
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b. Each host has both a name and at least one IP address. Applications that run on a 
host and require name or address resolution will use a resolver to access a DNS 
server to satisfy the resolution request. The resolver is a set of library routines 
which are linked to applications to perform the functions of a DNS client. 

14B04 DNS SERVERS 

a. CWAN DNS servers will be distributed throughout the CWAN. The CWAN 
will provide the servers for the root domain (“.”). Each country will provide 
servers for its country domain, and also servers for the “service.country” and 
“unit.service.country" domains. 

b. Multiple domains can be supported by a single server. 

c. More than one server should be set up for each domain for robustness. 

d. There are two types of name servers: primary (also known as master) and 
secondary (also known as slave). The main difference between the primary 
and the secondary is where the server gets its data. A primary server gets its 
data from files created by users on the host it runs on. A secondary server gets 
its data over the network from a primary. This is known as a “zone transfer”. 
When a secondary starts up, it loads data from a primary. Once it is 
operational, it will poll the primary at pre-determined intervals to see if its 
data is current. 

e. For each ship in the MTWAN, the primary DNS server will be located at the 
MTWAN NOC ashore, and the secondary DNS will be located on the ship as 
shown in Figure 14-B-2.  The main purposes of putting the ship’s primary 
DNS server at the NOC is to reduce DNS traffic over the low speed RF nets 
within the MTWAN and to simplify network administration onboard the ship. 
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Figure 14-B-2: - DNS Servers 

f. Putting the primary DNS server on the shore reduces DNS traffic over the low 
speed RF nets because users on the shore-based CWAN can obtain the DNS 
data from the shore-based MTWAN DNS server.  For example, if a CWAN 
user wants to send e-mail to a user on USS BATAAN, the query would be 
passed to the root DNS server, the “us” server, the “navy.us” server, and 
finally the “bataan.navy.us” server.  All this could occur on land without using 
the extremely limited RF bandwidth within the MTWAN. 

g. Putting the primary DNS server ashore simplifies network administration 
onboard the ships. DNS requires specially trained network administrators who 
are familiar with the configuration and maintenance of DNS.  By putting the 
ship’s primary DNS on shore, the shore-based experts can maintain the DNS 
database, and the ship’s DNS server will automatically download the data as 
required, without intervention by the ship’s personnel.  When the ship requires 
changes to the DNS database, it contacts the NOC by voice or electronic mail 
to request the changes. The NOC will make the requested changes to the db 
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files of the primary server. The updated db files will then be copied by all 
secondary servers at the next database refresh or at a forced restart of the 
secondary servers. 

h. The disadvantage of having the primary name server for ships located at the 
NOC will be that changes to the DNS db files will require the ships to send 
requests to the NOC.  The ships will have to wait until the NOC has modified 
the shore-based DNS db files and the updated db files have been copied by all 
the secondary servers before any changes to the DNS will take effect.  Where 
the rate of changes is low, and where there is sufficient advanced DNS 
planning, this should not be a problem. 

i. In addition, ships in the MTWAN will act as secondary DNS servers for all 
other ships in the MTWAN.  This allows each ship to get DNS information on 
all other ships in one (or a few), efficient bulk transfer transactions, rather 
than needing a large number of relatively inefficient individual DNS queries. 

j. It is recommended that when assembling a MTWAN, consideration be given 
to combining elements of the DNS name space onto a single DNS server, 
where such combinations improve efficiency.  One area where efficiency can 
be improved is in careful planning of which national DNS servers can be 
combined to reduce the amount of network engineering support required at the 
national level.  Another area where efficiencies can be improved is by 
consolidating multiple ships into a single shore-based DNS server.  Both of 
these efficiencies have been successfully employed during previous 
deployments of the MTWAN. 

14B05 DNS CLIENTS 

Hosts on each ship will be configured to refer their DNS queries to the local server. 
Name-to-address and reverse mapping of an MTWAN host can always be resolved 
locally, as each ship will act as a secondary server for every other ship. The root servers 
will only be contacted by the ship’s server for mapping of non-MTWAN hosts. 

14B06 SMTP MAIL AND P_MUL 

a. DNS is intimately connected to the operation of standard Internet email  (i.e., 
SMTP email).  SMTP mail forwarders (email MTAs) consult DNS to 
determine which machines or sub-domains accept email directly and which 
machines or sub-domains want their mail redirected to a mail forwarder.  In 
the case of the MTWAN, mail originating on a shore network will be directed 
to the MTWAN shore mail hub located at the MTWAN NOC.  This allows 
mail for ships to be accepted and stored when the ships are not “on-line”.  It 
also allows the shore mail hub to multicast shore-to-ship mail via the P_MUL 
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protocol, which can conserve RF bandwidth. 

b. Redirecting mail to the MTWAN shore mail hub will be accomplished by 
having each ship’s mail exchanger (MX) record point to the shore mail hub.  
For example, mail to “ops@brisbane.navy.au” will result in a DNS lookup of 
the MX record for “brisbane.navy.au”. The MX record will point to the 
MTWAN shore mail hub.  This causes the ship’s mail to be delivered to the 
shore mail hub. 

c. Mail from MTWAN ships to shore will be sent from the ship to the MTWAN 
shore mail hub.  The mail will then be forwarded from the shore mail hub to 
the shore network.  This method allows P_MUL to be used over the ship-to-
shore RF links, which conserves bandwidth. It should be noted that when 
P_MUL is used for ship-to-shore delivery, it will not query DNS before 
delivering the mail.  The P_MUL protocol will be used for locations specified 
in the standard SMTP “mailertable” configuration file.  The mail will be 
directed to its final destination using the P_MUL “mx_table” configuration 
file, rather than DNS.  

d. SMTP mail from one MTWAN ship to another will be sent directly from ship 
to ship using the P_MUL protocol.  P_MUL will use the “mx_table” 
configuration file, rather than DNS, for ship-to-ship deliver within the 
MTWAN. 

14B07 DELEGATION FOR MTWAN SUB-DOMAINS 

a. Delegation will be required from the root or parent sub-domain if hosts in the 
MTWAN sub-domains are to be visible to non-MTWAN hosts. This can be 
achieved by adding a NS record pointing to the ship’s primary DNS server 
together with its glue record (a glue record is an A record for a name that 
appears on the right-hand side of a NS record) to the database of the root or 
parent DNS server. 

b. It is essential that delegation be obtained not only for the name domain but 
also for the in-addr.arpa domain. 

c. Subnetting is used extensively by the MTWAN to make efficient use of the IP 
address space. As in-addr.arpa subdomains are organised on IP address byte 
boundaries, the use of subnetting could complicate in-addr.arpa delegation. 
Creating database files in this domain should be a straightforward task if 
delegated zones (a zone is defined as part of the domain delegated to a single 
server) are on byte boundaries. If a delegated zone is not on a byte boundary 
but it does not share its in-addr.arpa sub-domain with another zone belonging 
to a different AS, delegation should also be simple. However, if a node within 
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the MTWAN is to share its in-addr.arpa sub-domain with a non-MTWAN 
node, special techniques will be required to implement in-addr.arpa delegation 
across autonomous systems. These techniques are discussed in RFC 2317 
entitled Classless IN-ADDR.ARPA Delegation. 

14B08 PROCEDURES FOR SETTING UP DNS SERVERS 

a. Each MTWAN unit will assign host names, aliases if any, and IP addresses to 
all local hosts. It will then forward the names and IP addresses to the 
MTWAN NOC to enable the creation of configuration and db files for the 
primary DNS server at the NOC. 

b. Each nation, with the assistance of the NOC, will obtain delegation for the 
domain of its MTWAN units so that they will be visible to non-MTWAN 
hosts. 

c. The NOC will obtain names and IP addresses of all root servers to enable the 
creation of the root cache files for the primary and secondary servers. 

d. The NOC will generate the configuration and the db files for secondary 
servers, and forward them together with instructions on how to start the 
secondary servers, to all units to enable the setting up of the secondary 
servers. 

e. The NOC will advise all units of any changes to the configuration and db 
files. 

f. Instructions for configuring and running DNS servers using BIND 
implementations for UNIX platforms, and configuring DNS clients (resolvers) 
for UNIX and Windows platforms, can be found in the DNS TOI. 
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DOMAIN NAMING SERVICES 
TECHNICAL OPERATING INSTRUCTIONS 

PURPOSE 

This document provides instructions for setting up and running DNS servers using BIND 
implementations for UNIX platforms, and resolvers for UNIX and Windows platforms in 
support of an MTWAN. 

The implementation of the DNS covered in this document is the Berkeley Internet Name 
Domain (BIND) software which was originally written for Berkeley’s 4.3 BDS UNIX 
operating system. BIND has been ported to other implementations of UNIX such as Sun 
Solaris. The daemon that runs DNS on most UNIX machines is called “named” or 
“in.named”. 

The most recent version of BIND is BIND 8, which is available on the Internet as 
Freeware. 

CONFIGURING DNS SERVERS USING BIND 

Making  “named” run on Sun Solaris or HPUX requires the correct configuration and 
database files. 

The DNS configuration file is called “named.conf” for BIND 8 and located in the sub-
directory “etc” under root (“/etc”). “named” reads this file to discover which zones it is 
responsible for as well as where it will get its data from. 

CONFIGURATION FILE FOR THE NOC 

A typical configuration file “/etc/named.conf” for the NOC is given below. 

 
options { 
  directory  "/etc/named.data"; 
}; 
zone "noc.navy.us" in { 
 type master; 
 file "db.noc.navy.us"; 
}; 
 zone "bataan.navy.us" in { 
 type master; 
 file "db.bataan.navy.us"; 
}; 
zone "canberra.navy.au" in { 
 type master; 
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 file "db.canberra.navy.au"; 
}; 
 zone "brisbane.navy.au" in { 
 type master; 
 file "db.brisbane.navy.au"; 
}; 
zone "tekaha.navy.nz" in { 
 type master; 
 file "db.tekaha.navy.nz"; 
}; 
zone "dorset.navy.ca" in { 
 type master; 
 file "db.dorset.navy.ca"; 
}; 
 zone "albion.navy.uk" in { 
 type master; 
 file "db.albion.navy.uk"; 
}; 
zone "uk3cdobde.navy.uk" in { 
 type master; 
 file "db.uk3cdobde.navy.uk"; 
}; 
 zone "nc3a.joint.int" in { 
 type master; 
 file "db.nc3a.joint.int"; 
}; 
zone "62.34.204.in-addr.arpa" in { 
 type master; 
 file "db.204.34.62"; 
}; 
 zone "33.97.144.in-addr.arpa" in { 
 type master; 
 file "db.144.97.33"; 
}; 
zone "250.127.25.in-addr.arpa" in { 
 type master; 
 file "db.25.127.250"; 
}; 
zone "0.0.127.in-addr.arpa" in { 
 type master; 
 file "db.127.0.0"; 
}; 
 zone "." in { 
 type hint; 
 file "db.root"; 
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}; 
In the above example, the MTWAN comprises the following nine units: 

  Unit Name  Domain Name Space  in-addr.arpa Domain 
 

i. Primary NOC  pnoc.navy.us   204.34.62 
ii. BATAAN  bataan.navy.us   204.34.62 
iii. CANBERRA  canberra.navy.au  144.97.33 
iv. BRISBANE  brisbane.navy.au  144.97.33 
v.  TE KAHA  tekaha.navy.nz  204.34.62 
vi. DORSET  dorset.navy.ca   131.141.254 
vii. ALBION  albion.navy.uk   25.127.250 
viii. UK3CDOBDE uk3cdobde.navy.uk  25.127.254 
ix. NC3A   nc3a.joint.int   204.34.62 

As the NOC is the primary server for all units, the db files for all units are stored in the 
directory “/etc/named.data” on the NOC DNS server. 

The db file containing name-to-address mapping information for CANBERRA is called 
“db.canberra.navy.au”. 

NOC, BATAAN, TE KAHA and NC3A share the domain 204.34.62.in-addr.arpa, 
however they do not share this domain with any non-MTWAN networks. This is done to 
simplify the delegation process in the in-addr.arpa domain. 

The db file “db.127.0.0” is used to resolve the IP address 127.0.0.1 into the local host. 

The db file “db.root” tells the server who to ask about all non-MTWAN hosts. It contains 
information on servers for the “root” domain. 

Db Files for the NOC 

A sample of the db file “db.canberra.navy.au”  is given below. 

 
@ IN SOA jmug.pnoc.navy.us. root.jmug.pnoc.navy.us. ( 
  2001011001 ; Serial yyyymmdd## 
  86400  ; Refresh every 24 hours 
  3600  ; Retry every hour 
  604800 ; Expire after a week 
  86400 ) ; Minimum TTL of 1 day 
 
  IN NS jmug.pnoc.navy.us. 
  IN MX 10 pmul.pnoc.navy.us. 
 
goanna IN A 144.97.33.129 
emu  IN A 144.97.33.130 
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possum IN A 144.97.33.132 
wombat IN A 144.97.33.133 
koala  IN A 144.97.33.134 
criu  IN A 144.97.33.136 
uhfcap IN A 144.97.33.137 
probe  IN A 144.97.33.139 
gatewayr IN A 144.97.33.141 
gum  IN A 144.97.33.142 
 
;Aliases 
 
mailhost IN CNAME emu 
mail  IN CNAME emu 
pop  IN CNAME emu 
www  IN CNAME emu 
gccsm  IN CNAME goanna 
gen-serv IN CNAME emu 
domino IN CNAME wombat 
dcp  IN CNAME wombat 
netmon IN CNAME koala 
rout  IN CNAME gatewayr 
print  IN CNAME gum 
If any changes have been made to a db file, its serial number must be manually 
incremented. Secondary servers use the Serial number to check if they have the latest 
copies of the db files. If their serial numbers are lower than that of the primary server, 
they will request a new copy from the primary. 

The Refresh value in seconds determines how often the local secondary server checks 
that its db files are up to date. 

If the attempt to refresh fails, the local secondary server will wait “Retry” seconds and 
then try again. 

If the refresh fails for “Expire” seconds, the local secondary server will stop providing 
answers. 

The value of TTL (Time To Live) in seconds is attached to answers provided by the local 
secondary server to tell other servers how long the answers will remain valid. 

“jmug.pnoc.navy.us”  is the host name of the MTWAN primary server located at the 
NOC. 

“pmul.pnoc.navy.us” is the mail hub for the MTWAN. 
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As NOC, BATAAN, TE KAHA and NC3A share the domain 204.34.62.in-addr.arpa, the 
db file “db.204.34.62” contains all address-to-name mapping information for all four 
units. 

 
@ IN SOA jmug.pnoc.navy.us. root.jmug.pnoc.navy.us. ( 
  2001011001 ; Serial yyyymmdd## 
  86400  ; Refresh every 24 hours 
  3600  ; Retry every hour 
  604800 ; Expire after a week 
  86400 ) ; Minimum ttl of 1 day 
 
 IN NS jmug.pnoc.navy.us. 
 
; NOC 
17      IN      PTR     rout.pnoc.navy.us. 
18      IN      PTR     packetshaper.pnoc.navy.us. 
20      IN      PTR     dpc.pnoc.navy.us. 
21      IN      PTR     jmug.pnoc.navy.us. 
22      IN      PTR     pmul.pnoc.navy.us. 
24      IN      PTR     domino.pnoc.navy.us. 
25      IN      PTR     sametime.pnoc.navy.us. 
26      IN      PTR     odyssey.pnoc.navy.us. 
28      IN      PTR     uhf-cap1.pnoc.navy.us. 
29      IN      PTR     uhf-cap2.pnoc.navy.us. 
30      IN      PTR     uhf-criu.pnoc.navy.us. 
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CHAPTER 15 
 ROUTING  

1501 INTRODUCTION 

The high-level network concept documented in Chapter 2, is a collection of 
maritime forces, shore forces, and shore communication stations, connected by a 
diverse collection of communication subnets with information forwarded between 
them using routes set up by COTS routing protocols. 

1502 AIM 

This Chapter describes routing within a MTWAN.  

1503 MTWAN SYSTEM DESCRIPTION 

System Architecture.  The MTWAN architecture is described in Chapters 2 and 
10. For the purposes of this document, note that each MTWAN AS is a collection 
of maritime units (a unit is defined as a routing area) which may be Ships, Marine 
forces or Maritime Air Forces, Network Operation Centres and other shore 
communication station(s) all connected by a collection of backbone subnets. Each 
shore communication station will have a router or router ports dedicated to each 
MTWAN AS, that it supports.  

1504 TECHNICAL ARCHITECTURE  

a. Routing Domain Architecture.  Routing will be accomplished using the 
standard IP protocols OSPF and PIM for intra-AS routing, and BGP4 and 
DVMRP/MBGP for inter-AS routing.  OSPF is used for routing over 
backbone subnets within an AS, and BGP4 is used for routing between 
ASs.  OSPF is a dynamic routing protocol that quickly finds the best 
subnet to reach the destination.  BGP4 is a policy-based routing protocol 
that selects the AS it will talk to based on policy entered manually by the 
AS manager.  It operates on top of TCP and requires very stable subnets, 
which are more applicable to shore commercial connections.  

b. OSPF and PIM are the routing protocols used within each of the MTWAN 
ASs.  The ASs are connected together using BGP4.  All multicasting 
within an AS will use PIM.  Multicasting between ASs will require the use 
of MBGP or DVMRP to tunnel multicast messages through the BGP4 
routers.   
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c. An AS can have more than one exit point to other ASs.  When only one 
exit point is used it becomes the default router for all traffic leaving the 
AS.  However, when two or more exit points exist, some information must 
be provided to the interior OSPF routing protocol to decide which BGP4 
border router to select to reach the exterior destination.  The two BGP4 
border routers need to exchange routing information to keep their 
databases in sync. This may be accomplished by an interior BGP4 to 
BGP4 protocol or exterior routing information that is imported from 
BGP4 that can be transferred to OSPF routing tables by Link State 
Advertisement (LSA) flooding throughout the AS. 

d. OSPF uses two types of external metrics for advertising the best exit 
point.  Type 1 external metrics are expressed in the same units as the 
OSPF internal metric values and can be directly summed with the internal 
metrics to form the lowest cost path to reach the external destination.  
Type 2 external metrics are an order of magnitude larger and are 
considered greater than any path internal to the AS.  Type 2 metrics 
assume that routing between ASs is the major cost and eliminate the need 
for conversion of external costs to internal costs.  The route selection from 
the interior nodes is based on the lowest cost type 2 exterior metrics, and it 
does not require any interior lowest cost path calculations. 

e. The protocol stack used in MTWAN is shown in Figure 15-1.  The OSPF 
and PIM protocols operate at the network level and provide dynamic 
routing.  The route selection is based on the lowest cost path to reach the 
destination.  BGP4 operates on top of TCP and requires two routers to set 
up a connection and establish a session to exchange routing information.  
BGP4 selects the path based on policy that is converted into attributes.  
Each AS is assigned a unique AS Number (ASN) that is contained within 
the BGP4 protocol header.  Policies then can be used to determine which 
AS to route traffic through or which to avoid.  BGP4 does not provide the 
dynamic response of OSPF. 
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Figure 15-1: - MTWAN Router Protocol Stack 

1505 EXTERIOR AUTONOMOUS SYSTEM ROUTING 

a. Single allied WAN Access Point 

(1) When a single access point is available to the allied WAN, BGP4 is 
used.  The BGP4 routing administrator can control which internal 
networks are advertised to, and which network advertisements are 
accepted from other autonomous systems.  This control is at least as 
fine-grained as the ability to send or receive individual network 
advertisements.  This means the administrator has the ability to 
control whether to advertise or hide each individual internal network.  
Likewise, the administrator also has the capability to accept or reject 
each external network advertisement. 

(2) The ability of BGP4 to implement routing policy is both a strength 
and a severe constraint.  While the ability to develop routing policy 
gives significant power to the administrator, it also makes BGP4 
router administration both labor intensive and error-prone.  

(3) The primary use of BGP4 policy is to limit the amount of router 
protocol traffic seen inside the MTWAN as a result of external links.  
An allied WAN, as a global network, has the potential to generate 
large amounts of router protocol traffic.  If this router protocol traffic 
were allowed into the MTWAN, it might consume a significant 
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amount of bandwidth.  To prevent this, BGP4 policy is used to block 
the allied WAN routing protocol traffic into the MTWAN and 
between MTWAN ASs. 

(4) A global backbone network, e.g., the allied WAN, cannot use default 
routes and must have specific route advertisements for every network 
that is reachable across the backbone.  Hence, all networks in the 
MTWAN must be advertised to the allied WAN.  This is 
accomplished by setting the policy on the autonomous system 
boundary routers (ASBRs) in the MTWAN ASs to send all internal 
network advertisements to the allied WAN. 

b. Exterior Secondary allied WAN Access Points.   

The MTWAN may have the need to operate with more than one 
connection to the allied WAN. In this situation there is a requirement to 
have a means by which secondary and tertiary paths to the allied WAN 
can be established when the primary connection is unavailable. 

(1) AS-Path 

(a) BGP permits BGP–enabled routers to exchange routing 
information with full AS-PATH information. The AS-PATH is a 
list of ASNs that describes the path between the local AS and the 
destination AS. Routers typically use the length of the AS-PATH 
(the number of ASNs in the AS-PATH) to determine the best 
route to a destination AS and its associated networks. Routers 
have the ability to alter the AS-PATH of network routes by pre-
pending their ASN to the AS-PATH. 

(b) BGP supports two types of sessions: External BGP (EBGP) and 
Internal BGP (IBGP). EBGP can be used between BGP -enabled 
routers in two adjacent autonomous systems, while IBGP can be 
used between BGP-enabled routers in the same AS. IBGP is 
sometimes necessary to achieve a consistent view of external 
routing within an AS. Typically IBGP is configured in a fully 
meshed configuration such that each BGP-enabled router 
maintains a distinct IBGP session with all other BGP-enabled 
routers within the AS.  

(c) Figure 15-2 illustrates an autonomous system with two external 
connections housed in two distinct border routers that speak 
EBGP with border routers within a neighboring AS. The network 
also includes a series of backbone routers that  interconnect other 
ASs. External routes learned via EBGP need to be communicated 
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to the backbone routers to permit optimal routing to external 
destinations. 

EBGP

IBGP

BGP4
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Figure 15-2: - Sample BGP Configuration 

(d) Depending on the network architecture, it is sometimes necessary 
to configure IBGP within routers of one AS that does not house 
external connections. This has the advantage of controlling the 
router table update so as not to flood the internal network.  This 
is particularly advantageous in narrowband networks such as the 
MTWAN.  Intra-AS routing protocols such as OSPF have the 
ability to distribute external routes throughout an AS, but this 
requires that the external routes be flooded throughout the OSPF 
routing domain. This is not usually good practice as external 
routes are not needed or wanted on low-end access routers that 
are typically connected with lower-bandwidth connections as 
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exhibited in the MTWAN domain. Instead, IBGP should be used 
between the border routers and the backbone routers. In the 
network illustrated in Figure 15-2 an IBGP session is configured 
between each border router and each individual backbone router. 
The external routing information communicated to the backbone 
routers via IBGP permits optimal routing to external destinations 
without flooding the external routes throughout the autonomous 
system. 

(2) Preferred Paths 

(a) A technique known as AS-PATH pre-pending can be used to 
establish the external connection at the primary site as the 
preferred path between an MTWAN AS and an allied WAN.  

(b) The MTWAN border router at the secondary site needs to be 
configured to pre-pend the MTWAN ASN to the AS-PATH 
before communicating routes via EBGP to the allied WAN 
border router. The MTWAN border router at the primary site 
cannot alter the AS-PATH it presents to the allied WAN. The 
AS-PATH in routes advertised by the MTWAN border router at 
the secondary site then consist of the MTWAN pre-pended to the 
allied WAN AS e.g. “1002 1002”, while the AS-PATH in routes 
advertised by the MTWAN border router at the primary site 
simply consists of “1002”, the MTWAN ASN. Since the AS-
PATH advertised at the primary site is shorter than the AS-PATH 
advertised at the secondary site, traffic destined for the MTWAN 
network from the allied WAN would be routed via the primary 
site. When the connection between the MTWAN network and the 
allied WAN at the primary site is not available, traffic will be re-
routed via the secondary site. 

(c) To ensure a symmetrical path between the MTWAN and the 
allied WAN, allied WAN routers need to be configured in a 
similar fashion. The allied WAN border router at the secondary 
site needs to be configured to pre-pend the allied WAN ASN to 
the AS-PATH before communicating routes via EBGP to the 
MTWAN. The allied WAN border router at the primary site also 
needs to alter the AS-PATH it presents to the MTWAN. 

(d) The primary and secondary border routers communicate via an 
IBGP sessions to ensure a consistent view of external routing 
within an MTWAN AS. Using IBGP, the secondary border router 
will be aware of the preferred path to the allied WAN via the 
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primary border router because allied WAN routes advertised at 
the primary site possess a shorter AS-PATH than the same routes 
advertised at the secondary site. 

c. Failure recovery 

(1) If either of the two exit points fails, then it is highly desirable that all 
traffic uses the remaining MTWAN -to-allied WAN connection. 

(2) For outgoing traffic, failure recover can be ensured by carefully 
setting up the default routes on the boundary routers.  When a 
boundary router has a connection to the allied WAN, we want it to 
generate a default route and distribute it throughout the MTWAN.  
When a boundary router loses it connection to the allied WAN, we 
want it to automatically stop generating the default route.  When the 
failed exit stops generating the default route, allied WAN traffic will 
automatically be directed to the remaining exit points by the 
remaining default route(s). 

(3) Within Cisco routers, this can be accomplished by using the “default-
information originate” statement in the OSPF configuration.  This 
statement causes the default route to be dynamically generated and 
injected into OSPF.  However, if the router does not have an active 
route to the allied WAN, then this statement will not inject the default 
route into OSPF.  That is, the “default-information originate” 
statement will not actually generate the default route unless the router 
knows for certain that it can pass the traffic to the allied WAN.  When 
the link to the allied WAN fails, the router stops sending the default, 
and all traffic from the MTWAN  will then use the remaining (active) 
exit point.  This system will recover from failure of either boundary 
router. 

(4) Likewise, we want the system to revert to normal behavior when the 
failed exit is returned to service.  When the boundary router again has 
a route to the allied WAN, the “default-information originate” 
statement will again automatically generate a default route.  The 
default route will cause the MTWAN nodes connected to that router 
to again send allied WAN traffic to that router. 

(5) Use of the “AS-prepend” feature to direct traffic to the boundary also 
allows for automatic recovery from the failure of a boundary router 
for incoming traffic. If a boundary router fails, then the allied WAN 
will see routes to all the networks through the alternate router.  



UNCLASSIFIED 
ACP 200 

15-8 
UNCLASSIFIED 

1506 INTERIOR AUTONOMOUS SYSTEM ROUTING PROTOCOLS.   

a. Unicast 

Unicast operation using OSPF is shown in Figure 15-3.  The OSPF routers 
send 5 types of LSA’s to build up the routing tables.  For unicast the IP 
header includes both the source and destination Class A, B, or C IP 
address.  Each address is unique to the host computers. 
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Figure 15-3: - Unicast Routing Layers 

b. Multicast 

(1) The protocol layers for multicast are shown in Figure 15-4  

(2) The IP header for multicast now includes a Class A, B, or C unicast 
source address and a Class D multicast group address.  The basic 
approach is that Class D addresses are not assigned to any host and as 
such do not need to be registered.  For full details on network naming 
and addressing refer to the MTWAN SOP for Naming & Addressing 
at Chapter 13. 
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Figure 15-4- Multicast Routing Layers 

(3) When a host sends a message it simply broadcasts it on the local net, 
it does not send it to a destination.   PIM establishes a “rendezvous 
point” (RP) where multicast senders and receivers can meet to 
coordinate delivery.  Hosts use Internet Group Management Protocol 
(IGMP)  to announce to multicast routers that they wish to join a class 
D group IP address.  When a host sends a multicast message, the 
routers determine where groups are that have announced interest in 
the group, and the message is forwarded to those routers for local 
distribution. The destination routers then broadcast the packets on 
their local LAN and local hosts that have announced group 
membership accept the packets 

(4) Multicast receivers register with the RP and wait.  Multicast 
transmitters send multicast packets to the RP, and the RP sends them 
on to the receivers.  In a large network with few multicast receivers, 
the rendezvous point reduces the amount of multicast routing 
information flooded throughout the domain.  
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(5) PIM begins by having the transmitter send all traffic directly to the 
RP, after which the RP sends the multicast packets down a shared 
tree.  All receivers are located somewhere on the shared tree.  The 
shared tree may be somewhat inefficient if it leads to longer paths for 
the multicast packets.  The shared tree is also prone to congestion on 
the primary branches.  However, when the multicast traffic reaches a 
certain volume, PIM converts its distribution pattern.  By default, the 
switchover comes when the volume exceeds one packet.  Thus, in 
practice PIM uses the RP to introduce transmitters and receivers, but 
then allows the actual transmission to take the shortest path. 

(6) Under PIM, the RP can be dynamic if it is announced throughout the 
routing domain.  In that case, all other routers rely on the RP 
broadcast to establish the multicast tree.  The RP can also be static, in 
which case every multicast router in the domain must be manually 
configured with the RP’s address.  For the MTWAN, the static RP has 
been chosen and the NOC node selected as the RP. 

(7) Broadcast traffic will have a serial connection to a static routing port 
to convert from serial to Ethernet. The router will be configured as a 
static subnet so no link state protocols will be exchanged. 

1507 REDUCING ROUTING PROTOCOL TRAFFIC TO THE ALLIED WAN 

a. The backbone network must be default-free, and therefore requires 
specific network routing information for every network in the backbone 
domain, as well as routing information for every network in every satellite 
domain.  For large networks, such as the Internet, this can lead to an 
unacceptably large number of network advertisements.  In response, the 
Internet has required network advertisements to be aggregated using the 
“Classless Inter-Domain Routing” (CIDR) address aggregation 
techniques. 

b. A simple example of CIDR would be the combination of two Class C IP 
network addresses into a single CIDR advertisement.  Traditionally, if a 
MTWAN had two sequential IP network addresses, such as 192.200.200.0 
and 192.200.201.0, then it would advertise two separate networks to the 
allied WAN.  Each of these networks would contain 256 addresses.  Using 
CIDR, the MTWAN would advertise a single network, starting at 
192.200.200.0, that contained 512 addresses.  Exactly the same host 
addresses are advertised in both formats, but CIDR produces 50% fewer 
routing advertisements.  This is critical on large backbones such as the 
Internet. 
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c. Typically, the network design would specify that numerous coalition units 
would receive a fraction of a Class C IP network address.  For example, 
Naval Radio Station San Diego (NRSSD) would have a fraction of the 
A.B.C.0 network (A.B.C.16-A.B.C.31) and USS BATAAN would have 
another fraction of the same network (A.B.C.48-A.B.C.63).  All these 
subnet addresses would be summarized to a single A.B.C.0 network 
before they were advertised to the allied WAN.  This reduces the number 
of MTWAN network advertisements that the allied WAN needs to carry 
on its backbone network. 

d. Although the actual number of network advertisements on the allied WAN 
is unlikely to be excessive, it is considered good practice to use CIDR 
address aggregation, when possible, to conserve backbone bandwidth. 

e. To implement this scheme, two Cisco-specific commands are used on the 
boundary routers.  The initial BGP4 design calls for redistributing all the 
OSPF routing information into the BGP protocol, so that it can be carried 
across the BGP4 connection from the MTWAN to the allied WAN.  This 
is implemented by using the “redistribute ospf <process ID>” command 
within the BGP configuration.  This command ensures that all MTWAN 
routes will be sent to the allied WAN. 

f. To aggregate the routes before they are sent to the allied WAN, the 
MTWAN will use the Cisco “aggregate-address” statement.  Thus, OSPF 
injects both XXX.XXX.62.16 (NRSSD) and XXX.XXX.62.48 
(BATAAN) into BGP on the MTWAN router.  But, the BGP aggregate-
address statement condenses these subnets into a single CIDR 
advertisement before sending the information to the allied WAN router.  
As far as the allied WAN backbone is concerned, the MTWAN advertises 
a Class C IP network address, XXX.XXX.62.0.  Within the allied WAN, 
any traffic for any host on this network is directed to the MTWAN.  By 
contrast, within the MTWAN, the traffic is routed to specific nodes 
according to the more specific OSPF information, which advertises each 
subnet individually.  
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METRICS 

15A01 OSPF METRIC VALUES 

a. OSPF is the intra-AS routing protocol for the MTWAN.  OSPF assigns a 
metric value to each link, used to determine the lowest cost path from 
source to destination.  The cost is the sum of the metric values. 

b. The algorithm used for selecting the metric value is MVn = C x MVn-1 
for each doubling of the bandwidth.  The recommendation is C = 1.2.  The 
metric values shown in Table 15A-1 are based on C=1.2 rounded off to 
make the selection simple.  The metric values are multiplied by 10 in 
order to increase the space between bandwidth increments for 
management purposes. 

Metric Value Bandwidth (Hz) Link 
100 512,000,000  
120 256,000,000  
140 128,000,000 Pier 
170 64,000,000  
200 32,000,000  
250 16,000,000  
300 8,000,000  
360 4,000,000  
400 2,000,000  
500 1,000,000  
600 512,000  
700 256,000  
750 128,000 Dual ISDN 
800 128,000 SHF 

1,000 64,000 INMARSAT B/ISDN 
1,300 32,000  
1,500 16,000  
1,900 9,600 HF 
2,220 6,000 32 kbps UHF/5 Member  
2,660 4,800 16 kbps UHF/3 Member 
3,200 2,400 HF 
3,830 1,200  
4,600 512  
5,520 256  

Table 15-A-1: Recommended Metric Values 

c. In order to implement rough load balancing, a default route cost (such as 
100) should be should be used by all MTWAN boundary routers.  All 
boundary routers must use the same type external default route, such as 
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OSPF type II external routes.  All boundary routers should dynamically 
originate the default route through the use of the Cisco “default-
information originate” command in the OSPF configuration.  Finally, all 
boundary routers must have local routes to the allied WAN, such as a 
static route from the boundary router to the allied WAN router. 

d. Figure 15A-1 shows a typical MTWAN topology with the link bandwidths 
and Figure 15A-2 shows the metric values for those links.  To determine 
the lowest cost path between any source and destination pair, just sum the 
metric values shown and the path with the lowest cost will be selected by 
the router. 
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Figure 15-A-1:   Typical MTWAN Bandwidth for Coalition and National Subnets 
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 Chapter 16 
COMMUNICATIONS SUBNETS 

1601 INTRODUCTION 
The capability of the MTWAN is reliant upon communications links which can support 
IP.  Many military communications subnets were not initially designed to support IP 
traffic while modern commercial communications employed by the military may have 
this capability.  The MTWAN represents the exploitation of commercial, and military 
subnets to enable networking to occur between mobile maritime forces.  This includes the 
use of techniques to enable military bearers to support IP traffic. 

1602 AIM 

The aim of this chapter is to provide an overview of communications subnets and their 
utilisation within a MTWAN Architecture.  Specific Communications subnet details are 
contained in the Annexes. 

1603 OVERVIEW 

a. A MTWAN consists of a number of complimentary communications bearers 
or subnets.  Each subnet has unique attributes which make it suitable for 
specific environments. Figure 16-1 illustrates the communications subnets and 
their relationship within a MTWAN context.  This adds complexity to a 
MTWAN architecture but is necessary as no single bearer can cater for all 
contingent situations.  The subnets consist of: 

• INMARSAT B, 
• UHF SATCOM, 
• HF 5066 IP, 
• HF BLOS, 
• HF ELOS, 
• U/VHF LOS, 
• GBS/TBS, 
• ISDN. 
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Figure 16-1: Communications Subnets 

b. The capabilities provide by each subnet are summarised in Table 16-1. The 
link rate represent optimal conditions for the link.  In some cases the link may 
be supporting more than one network.  In multiple networks and in shared 
communications subnets the user data rate will be a portion of the link rate. 

Subnet Link 
Rate 

Use Notes 

INMARSAT 
B 

64Kbps Main Data Bearer for intra 
task group use 

• IP, point-to-point 
• Increased data rates and multiplex 

capability achievable with improved 
Modems 

UHF 
SATCOM 
25Khz 

up to 48 
Kbps 

Email, Chat, Low data DCP, 
COP 

• Limited IP capability, multi-member 
subnet 

UHF 
SATCOM 5 
Khz 

up to 
9.6Kbps 

Email, Chat, COP • Requires astute operation to optimise 
performance, multi-member subnet 

HF 5066 IP 4.8-9.6Kbps Email, Chat, COP, Low data 
DCP 

• Data rate dependent on range and 
atmospheric propagation 
characteristics 

• High Overhead.  
HF BLOS  4.8-9.6Kbps 

(SSB) 
As for HF 5066 IP • HF Skywave, Ranges of 2000-3000 

Nm achievable 
• Increased data rates achievable with 

ISB 

Table 16-1: Communications Subnets Matrix 
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Subnet Link 
Rate 

Use Notes 

HF ELOS 4.8-9.6Kbps 
(SSB) 

As for HF 5066 IP • HF Surface Wave, Ranges of 200-
300Nm achievable 

• Increased data rates achievable with 
ISB 

U/VHF LOS 64Kbps Main Data Bearer for inter 
task group use over short 
distances 

• Under development 

GBS/TBS/IB
S 

512Kbps+ Broadcast of Imagery, 
Streaming Video and other 
real time data 

• Capability available in many large 
platforms 

• Integration into MTWAN Under 
development 

 
ISDN 64-512 

Kbps 
Main Data Bearer for intra 
task group use while units 
are alongside or for trunk 
communications between 
NOCs 

 

Table 16-1: Communications Subnets Matrix (Con’t.) 

1604 SUBNET RELAY 

Subnet Relay (SNR) provides a multi-node, multi-hop, ship-to-ship network using IP 
protocols. SNR uses relay nodes to extend the coverage of a subnet beyond the single hop 
achievable with existing UHF LOS or HF ELOS circuits. It is envisaged that SNR will 
achieve tactical IP networking at sea using existing radio equipment. A relay capability is 
essential to provide effective ship-ship information transfer, and SNR fulfils the 
requirement to allow subnets to be formed when network connectivity between all Task 
Group members is not complete. SNR is seen as a viable solution to providing a near 
real-time tactical network, reducing the need for SATCOM, and providing 
communications redundancy. SNR is explained in Annex H. 

1605 SUBNET MANAGEMENT 

In a networked environment the subnets in use will be transparent to the user.  
Nevertheless the command should be cognisant of the capabilities and limitations of the 
subnets and their effect on IERs.  This will be managed by the use of routing protocols, 
Channel Access Protocols (CAP), CAP Router Interface Units (CRIU), and dynamic 
bandwidth management techniques.  These protocols and equipment enable the transfer 
of information among traditional ethernet LANs over RF bearers in such a way that the 
end user is unaware of the difference.  Compression, bandwidth spillover and subnet 
autostart techniques are available or under development which enable communications 
and information managers to more effectively manage communications subnets to meet 
user demands. 
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1606 CONCLUSION 

Military and Commercial communications subnets engineered to provide IP networking 
can support MTWAN operation in the maritime environment. 
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MCAP - TECHNICAL OPERATING INSTRUCTION 

16A01 INTRODUCTION 

The MCAP supports IP forwarding over multi-member broadcast subnets such as 
UHF SATCOM. 

16A02 AIM 

This Technical Operating Instruction (TOI) details technical guidance and 
instructions for the set-up and use of the Medium data rate Channel Access 
Processor (MCAP) Version 1.0.0. The MCAP is a continuing product based on the 
ADNS Low Data Rate Channel Access Processor (CAP), which provides custom 
Ethernet bridging across military RF bearers for commercial IP routers. However, 
the MCAP is not backward compatible with the CAP. 

16A03 OVERVIEW 

a. The concept of operation for the MCAP is illustrated in Figure 16-A-1. The 
MCAP has an Ethernet connection to a router and a synchronous serial 
connection to a cryptographic device and RF modem. The MCAP provides 
Ethernet bridging across the RF subnets for commercial IP routers, as 
depicted in Figure 16-A-2. Due to the low data rates over RF the unit will not 
be able to support the traffic load that an Ethernet LAN can support. This 
limitation will have to be taken into account when setting OSPF parameters 
for the router’s Ethernet port.  

b. The MCAP comprises a Single Board Computer (SBC) PT-151/161 with a 
Serial and Ethernet daughter card EPAK/F. The MCAP has an Ethernet port, 
four EIA-530/232 synchronous serial ports and an asynchronous serial 
console port. The MCAP software runs on top of VxWorks, which is a Real 
Time Operating System (RTOS).  

c. The MCAP downloads VxWorks, the software and a start-up script from a 
boot host that can be any computer on the local LAN and supports either File 
Transfer Protocol (FTP) or Remote Shell (RSH). A computer connected to 
the console port and running a terminal emulator such as Hyper Terminal 
(PC) or tip (UNIX workstations), will also be required to set or edit 
VxWorks boot parameters. 
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Figure 16-A-1 – MCAP Concept of Operation 

d. After boot-up, the MCAP can be configured from either the console or a 
computer on the local LAN running a standard Web browser such as Internet 
Explorer. The MCAP configuration can be saved in Non-Volatile RAM 
(NVRAM) onboard the PT151/161. It can also be stored in a text file on the 
boot host. 

e. The MCAP differs from the previous CAP in a number of ways. The MCAP 
allocates slots of fixed duration. The MCAP Net Controller allocates 
members multiple slots, based on traffic load and platform precedence. The 
CAP relied on OSPF to build the routing table whereas MCAP builds explicit 
network membership with Join Messages, which is not reliant on OSPF. 
Monitoring has also been improved; the output now provides users with 
useful information as to how the channel is performing, and what participants 
are currently active. 

f. The configuration command line interface for the MCAP has been modelled 
on the CISCO Internetwork Operating System (IOS) and this will allow 
anybody familiar with configuring CISCO routers to program the MCAP.  
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Figure 16-A-2 – IP Networking over RF Subnets 

16A04 REQUIREMENTS 

a. Hardware 

(1) The MCAP was designed to run on a Performance Technologies 
PT151/PT151A/PT161 VME-based SBC with a Serial and Ethernet 
daughter card EPAK/F. 

(2) The PT1x1 cards are 68040 or 68060 based processor boards with a 
VME64 VME interface and at least 8 Mbytes of RAM. 

(3) The daughter card contains 4 serial ports capable of EIA-530 or EIA-232 
synchronous or asynchronous operations, an Ethernet controller and 
128Kbytes of RAM.  The Ethernet supports both 10Base-T and AUI 
interfaces. 

b. Software 

The MCAP requires the following files: 

• bootrom.hex (code for VxWorks Boot ROM) 
• VxWorks (executable code of the VxWorks image) 
• VxWorks.sym (the symbol table for VxWorks) 
• mcap.o (executable code of the main application software) 
• web.o (executable code of the MAP Web Server) 
• xxx.scr (start-up script) 

ROUTERROUTER

ROUTER

Logical Ethernet Bridging

ROUTER

MCAP MCAP

MCAP MCAP

Ethernet Ethernet

Ethernet Ethernet



UNCLASSIFIED 
Annex A to Chapter 16 to ACP 200 

16-A--4 
UNCLASSIFIED 

• MCAP Web pages 

(1) bootrom.hex 

The VxWorks Boot ROM, located in socket U36/38 of the PT1x1 card must 
be programmed with the correct VxWorks bootable image, which is 
contained in the file “bootrom.hex”. The Boot ROM provides the power-on 
initialization (bootstrap) operations. The boot-up script in NVRAM is read 
and the network interface of the MCAP is configured to communicate with a 
boot host, on which VxWorks image, MCAP software and the start-up script 
reside. A file transfer is initiated, which downloads VxWorks.  Once 
downloaded, the function of the Boot ROM is completed and  the VxWorks 
takes over. 

(2) VxWorks 

Once VxWorks is loaded, the MCAP behaves like a single user UNIX 
workstation. It has a console that can be reached via telnet.  The console can 
be used to launch programs and monitor status of the system. The application 
code can be started directly from the console.  

(3) VxWorks.sym  

The symbol table allows users to invoke VxWorks functions from the 
console. 

(4) mcap.o  

This file contains the executable code of the main application software. 

(5) web.o  

This file contains the executable code for the MCAP Web Server. The server 
allows users to configure the MCAP via a Web browser. 

(6) xxx.scr  

The start-up script for the MCAP provides information to: 

(a) load and execute the MCAP software, 

(b) set the operating environment for the MCAP, and 

(c) set the operating parameters for the RF subnet. 

A sample of this script can be found in Paragraph 15A05. 
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(7) MCAP Web Pages  

The Web pages are contained in a directory on the boot host. The name of the 
directory must be specified in the start-up script. 

c. Support Equipment 

(1) Terminal/Boot Host 

(a) The MCAP is required to download VxWorks, start-up script and 
the MCAP software from a boot host, as shown in Figure 15-A-3. 
File Transfer Protocol (FTP) or Remote Shell (RSH) is used to 
download the files from the boot host on the local LAN.  The 
download instructions, known as boot parameters, for VxWorks and 
the start-up script are contained in the boot-up script. 

(b) To set the boot parameters initially, or to later edit them, the EIA 
RS-232 Utility Port on the front of the PT1x1 (see Appendix 1) is 
connected to a serial port of a computer running a terminal program 
(tip for UNIX or Hyper Terminal for PC). This serial connection can 
also be used to monitor and configure the MCAP once the MCAP is 
running. 

  

Figure 16-A-3 – Hardware Layout 

 

(2) Transmission Security 
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(a) The MCAP has been designed to operate with the KG-84A in full 
duplex independent sync mode. Currently, the KG-84A is the only 
device that is capable of independent sync mode.  The MCAP also 
supports the KG-84A RTS/CTS anomaly, but is capable of 
operating with a device that does not have this problem, should one 
appear in the future. The KG-84A settings are described in 
Paragraph 15A08. 

(b) During the preliminary investigation of the HSA version of the 
KIV-7, it has been found that this version can be used to support the 
MCAP that runs as the Net Controller. 

16A05 INSTALLATION 

a. Preparing the PT151/PT161 processor board 

 

(1) The PT151/161 card requires a special 100-pin cable, which provides 
both the Ethernet (both 10Base2 and 10BaseT) connection to the router 
and 4 serial ports to RF modems via the cryptographic equipment. The 
cable is available from Performance Technologies. This plugs into the 
EPAK I/O on the front of the PT-1x1. 

(2) On the front of the PT1x1, there is a 14-pin socket, known as the RS-232 
Utility Port, which provides two asynchronous serial ports. The primary 
port has full handshaking and function as the console for initial 
configuration. A special 14-pin flat cable provided with the board, 
allows connection between the primary port and a standard EIA-232 D-
25 plug. The 14-pin connector is keyed so that it can only go in one 
direction. 

(3) Boot ROM Installation 

If the VxWorks Boot ROM has not already been installed it will need to be 
installed into location U38 on the PT151 or U36 on PT161 as shown in 
Appendix 1.  Careful attention MUST be paid to the orientation and position 
of the chip. The dimple on the EEPROM must be facing the VME connectors 
along the rear of the board and inserted with the bottom of the chip aligned 
with the bottom of the socket strips. The bottom of the socket strips are the 
ends furthest from the VME connectors.  

ew
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(4) Jumper Settings 

The PT151/PT161 boards have a number of jumper settings that need to be 
set or checked before installation. The following jumpers will need to be 
checked 

(a) The Ethernet type needs to be selected to reflect the Ethernet 
connection (10BaseT or AUI) being used. The jumpers are found on 
the EPAK/F daughter board. The Ethernet type is set with pins K8 
to K17. For the default setting10BaseT, all the jumpers should be 
set across pins 2-3. For AUI, all the jumpers should be across pins 
1-2. Refer to the EPAK User’s Manual. 

(b) The serial ports need to be configured as either the default EIA-530, 
or EIA-232. For Port 0, install all the jumpers on J5 for EIA-530, 
remove them for EIA-232. Ports 1, 2 and 3 use J4, J3 and J2 
respectively. 

(c) If the Boot ROM (U38 on the PT151 or U36 on PT161) is changed 
or installed for the first time, the Jumper set K3 must be checked 
and may need to be reconfigured. Possible settings are given in the 
table below. Refer to the PT151/PT161 User’s Manual if further 
information is needed. 

 
All 28 pin  
128Kx8 32pin 

2-3 
5-6 
8-9 

 

256Kx8 32pin 
2Mbit eprom 
(27020 or equiv) 

1-2 
5-6 
8-9 

Standard 

512Kx8 32pin 
4Mbit eprom 
(27040 or equiv) 

1-2 
4-5 
7-8 

 

12V Flash EPROM 
32pin 

1-2 
5-6 
7-8 

 

5V Flash Eprom 1-2 
5-6 
8-9 
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b. Installing into VME Chassis 

The PT1x1 requires no special configuration for installation into the chassis. The 
board automatically detects slot 0 and configures the bus controller, if necessary.  
The VME chassis uses automatic bus jumpering so that the backplane has no 
jumpers and the boards can have adjacent spaces, if desired. Special care must be 
taken so the 100pin connector can reach the appropriate MCAP and that the 
connector be installed carefully as to not bend the fragile pins on the PT1x1 front 
interface. 

c. Attaching the console port 

(1) The default configuration for the console port is 9600bps, 8 bits, 2 stop 
bits, and no parity.  

(2) Once the PT1x1 has completed booting, the console can be redirected to 
a telnet session. 

d. Power on 

(1) The card boots following power-on, or by pressing the RST reset button 
on the front panel. 

(2) The MCAP boots from the Boot ROM, which configures the board from 
the information in the boot-up script stored in NVRAM.  

(3) On initial boot, when no valid configuration is present in NVRAM the 
board will boot to the default [VxWorks boot] prompt from where 
configuration changes can be made. To make changes to the boot-up 
script any other time, the operator can interrupt the boot process by 
pressing any key during the auto-boot countdown.  

(4) The following is an example of the console display during boot-up. This 
message is only visible through the serial console.  To configure the 
board, press any key before the countdown reaches 0. 

 
 
                            VxWorks System Boot 
CPU: Performance Technologies PT-VME161 
Version: 5.2 
BSP version: 1.0 
Creation date: Wed Jun 3 10:58:28 PDT 1998 
 
 
Press any key to stop auto-boot... 

e. PT1x1 board configuration 
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(1) When the auto-boot is interrupted, the console will return the boot 
prompt “[VxWorks Boot]”. From this prompt, the board can be 
configured.  The following is an example of the prompt and the help 
menu.  

 
[VxWorks Boot]:  
[VxWorks Boot]: help 
 ?                     - print this list 
 @                     - boot (load and go) 
 p                     - print boot params 
 c                     - change boot params 
 l                     - load boot file 
 g adrs                - go to adrs 
 d adrs[,n]            - display memory 
 m adrs                - modify memory 
 f adrs, nbytes, value - fill memory 
 t adrs, adrs, nbytes  - copy memory 
 e                     - print fatal exception 
 n netif                 print network interface device address 
 y                     - y from_addr,to_addr,nbytes,<1|2|4|16> 
 
 a                     - show sysMemMap 
 i xx,xx,xx,xx,xx,xx   - initialize ethernet address 
 $dev(0,procnum)host:/file h=# e=# b=# g=# u=usr [pw=passwd] f=# 
                           tn=targetname s=script o=other  
 
 Boot flags:            
   0x02  - load local system symbols  
   0x04  - don’t autoboot  
   0x08  - quick autoboot (no countdown)  
   0x20  - disable login security  
   0x40  - use bootp to get boot parameters  
   0x80  - use tftp to get boot image  
   0x100 - use proxy arp  
 

available boot devices: il ex enp bp sm 

 

(2) The key commands are: 

 “p” which prints the boot configuration to screen;  
 “c” which allows change of the boot configuration;  
 “a” which shows the memory map and Ethernet address;   
 “i” which changes the Ethernet address; and  
 “@” which is used to boot the board. 
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f. Setting the EPAK MAC Address 

The EPAK/F boards do not have a permanent storage for its Ethernet (or MAC) 
address.  The Ethernet address is printed on a label posted on the P2 connector of the 
PT1x1 board.  This address must be stored in NVRAM to be loaded when the board 
boots. Typing ‘a’ will print the screen below. The last line shows any existing 
Ethernet address. To enter the new Ethernet address use the ‘i’ command followed 
by the MAC address in hex notation. 

 
 
[VxWorks Boot]: a 
============ LOCAL ADDRESSES ============= 
LOCAL ROM BASE ADDRESS    = 0x00000000 
LOCAL ROM SIZE            = 0x00040000 
LOCAL DRAM BASE ADDRESS   = 0x20000000 
LOCAL DRAM SIZE           = 0x00800000 
 
===== LOCAL ADDRESSES ON VME (from VME) ===== 
SLAVE DRAM BASE (A16)     = No  Access 
SLAVE DRAM BASE (A24)     = 0xf8000000 
SLAVE A24 SIZE            = 0x00080000 
SLAVE DRAM BASE (A32)     = 0x18000000 
SLAVE A32 SIZE            = 0x00800000 
 
===== LOCAL ADDRESSES ON VME (from 1x1) ===== 
SLAVE DRAM BASE (A24)     = 0xf8000000 (With Page Bit = 1) 
SLAVE DRAM BASE (A32)     = 0x98000000 (With Page Bit = 0) 
 
======= VME ADDRESS SPACE (from 1x1) ======== 
VME A16 BASE (0x0000)     = 0xffff0000 (With Page Bit = 1) 
VME A24 BASE (0x000000)   = 0xf8000000 (With Page Bit = 1) 
VME A32 BASE (0x00000000) = 0x80000000 (With Page Bit = 0) 
VME A32 BASE (0x80000000) = 0x80000000 (With Page Bit = 1) 
Existing Ethernet Address = f6:f8:fa:fc:fe:0 
[VxWorks Boot]: i 00,03,31,00,21,ee 
Ethernet Address = 0:3:31:0:21:ee 
 
[VxWorks Boot]: a 
============ LOCAL ADDRESSES ============= 
LOCAL ROM BASE ADDRESS    = 0x00000000 
LOCAL ROM SIZE            = 0x00040000 
LOCAL DRAM BASE ADDRESS   = 0x20000000 
LOCAL DRAM SIZE           = 0x00800000 
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===== LOCAL ADDRESSES ON VME (from VME) ===== 
SLAVE DRAM BASE (A16)     = No  Access 
SLAVE DRAM BASE (A24)     = 0xf8000000 
SLAVE A24 SIZE            = 0x00080000 
SLAVE DRAM BASE (A32)     = 0x18000000 
SLAVE A32 SIZE            = 0x00800000 
 
===== LOCAL ADDRESSES ON VME (from 1x1) ===== 
SLAVE DRAM BASE (A24)     = 0xf8000000 (With Page Bit = 1) 
SLAVE DRAM BASE (A32)     = 0x98000000 (With Page Bit = 0) 
 
======= VME ADDRESS SPACE (from 1x1) ======== 
VME A16 BASE (0x0000)     = 0xffff0000 (With Page Bit = 1) 
VME A24 BASE (0x000000)   = 0xf8000000 (With Page Bit = 1) 
VME A32 BASE (0x00000000) = 0x80000000 (With Page Bit = 0) 
VME A32 BASE (0x80000000) = 0x80000000 (With Page Bit = 1) 
Existing Ethernet Address = 0:3:31:0:21:ee 
[VxWorks Boot]: 
 

g. Printing/changing the boot-up script 

At the prompt use “p” print out the boot configuration, and “c” change to change it. 
Example: 

 
 
[VxWorks Boot]: p 
boot device          : il 
processor number     : 1  
host name            : xxx 
file name            : VWPT161 
inet on ethernet (e) : 90.218.1.13:ffffff00 
host inet (h)        : 90.218.1.10 
user (u)             : vmeuser 
ftp password (pw)    : vmeuser 
flags (f)            : 0x0  
target name (tn)     : uhfsatcom 
startup script (s)      : script 
 
‘.’ = clear field;  ‘-‘ = go to previous field;  ^D = quit 
[VxWorks Boot]: c 
 
boot device          : il  
processor number     : 1  
host name            : emu 
file name            : /export/home/mcap/pt161/vxWorks  
inet on ethernet (e) : 204.34.49.17:0xfffffff0  
inet on backplane (b):  
host inet (h)        : 204.34.49.3  
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gateway inet (g)     :  
user (u)             : mcapuser  
ftp password (pw) (blank = use rsh): mcapuser 
flags (f)            : 0x0  
target name (tn)     : uhfmcap  
startup script (s)   : /export/home/mcap/uhfmcap.scr  
other (o)            : 
 
 

(1) The boot device “il” is the name of the PT1x1 Ethernet driver.  

(2) The processor number is used for the backplane network, which we do 
not use.   

(3) The host name is the name of the boot host. This value is not critical.   

(4) The file name is the full path name of the vxWorks files on the boot 
host. Critical. 

(5)  The “inet on ethernet” is the IP address of the MCAP as assigned. Hex 
mask must be entered. 

(6) The “inet on backplane” only appears when in change mode and is not 
used. 

(7) The host inet is the IP address of the boot host. 

(8) The user must be a valid user login on the boot host.   

(9) If  FTP is the desired boot method , then the user password is entered for 
“ftp password”.  If this is left blank, the RSH will be used. When using 
RSH, then the /etc/hosts.equiv file must be edited to include the IP 
address of the MCAP. 

(10) The target name is used for identification of the board and may be set to 
anything.  

(11) The startup script is run when the loading of the VxWorks finishes. 

h. Editing the start-up script 

(1) The script reside on the boot host in the file specified in the boot-up 
script. Below is a sample script file. Lines preceded by a “#” are 
comments.  

 
#  
# UHF Script for MCAP on pt151/pt161 
# load main application and Web Server software from the directory 
# /export/home/mcap 
cd “/export/home/mcap” 
ld < mcap.o 
ld < webs.o 
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# Web pages are stored in the sub-directory MCAPweb 
# The MCAP will be the Net Control (shore) 
# Set WEB_CONFIG_ENV to ‘sub’ for non-NC MCAP 
# The configuration stored in NVRAM can be saved in the sub-directory 
# configs under the name config_uhf.txt 
 
putenv(“MCAP_ROOT_DIR = /export/home/mcap”) 
putenv(“WEB_FILE_DIR = MCAPweb”) 
putenv(“WEB_CONFIG_ENV = shore”) 
putenv(“CONFIG_FILE_DIR = configs”) 
putenv(“NVRAM_CONFIG_FILE_NAME = config_uhf.txt”) 
 
# Start mcap 
SM_X_StartSNAC  
g_DisplayLevel=100 
criuOffset=2 
#DupFilter 
 
#NC parameters 
#[default] setNCParams(port,”roundTripTime”,30) 
#[default] setNCParams(port,”RTTmin”,22) 
#[default] setNCParams(port,”RTTmax”,45) 
#[default] setNCParams(port,”RTTHistorFt”,80) 
#[default] setNCParams(port,”RTTAdjSen”,5) 
#[default] setNCParams(port,”slotsTAdjSen”,1) 
#[default] setNCParams(port,”flushCnt”,4) 
#[default] setNCParams(port,”minTUSize”,100) 
 
# port 0 parameters 
# normal or broadcast port. 
 
setNCParams(0,”roundTripTime”,1) 
setNCParams(0,”fragEnable”,1) 
setNCParams(0,”flushCnt”,20) 
setNCParams(0,”minTUSize”,200) 
setNCParams(0,”maxNoOfUsers”,5) 
setNCParams(0,”smoothEnable”,1) 
setNCParams(0,”smoothFactor”,1) 
 
 
# port 1 parameters 
# use the following parameters for EHF reach-back. 
setNCParams(1,”RTTmax”,500) 
setNCParams(1,”RTTHistorFt”,90) 
setNCParams(1,”RTTAdjSen”,10) 
setNCParams(1,”slotsTAdjSen”,100) 
 
# port 2 parameters 
# use the following parameters for EHF reach-back. 
setNCParams(2,”RTTmax”,500) 
setNCParams(2,”RTTHistorFt”,90) 
setNCParams(2,”RTTAdjSen”,10) 
setNCParams(2,”slotsTAdjSen”,100) 
 
# port 3 parameters 
# use the following parameters for EHF reach-back. 
setNCParams(3,”RTTmax”,500) 
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setNCParams(3,”RTTHistorFt”,90) 
setNCParams(3,”RTTAdjSen”,10) 
setNCParams(3,”slotsTAdjSen”,100) 
 
RI_X_Init() 
 
# start web server  
taskSpawn (“webserver”,200,0,20000,websvxmain) 
 
# login control for telnet if required 
# The 2nd parameter is the encrypted password “netsuper” generated by 
# Tornado (a VxWorks Development System) for the user “netsuper” 
# 
#loginUserAdd (“netsuper”, “bzS9d9SzSS”); 
 

(2) The use of reach-back links is illustrated in Figure 16-A-4. 

Figure 16-A-4 – Use of Reach-back Links  

i. Booting the MCAP 

After all configuration steps have been set up, the board can be booted by either 
resetting the PT1x1 using the front panel “RST” button, or by command “@” at the 
VxWorks boot prompt.  The following is an example of a boot-up. 

 
                            VxWorks System Boot 

Back ChannelUHF SATCOM

Shore

Tx-Rx

Tx-Rx
Rx

Tx
Rx

Router

MCAP

Single Subnet

Port 0
Port 1 Port 0 Port 1



UNCLASSIFIED 
Annex A to Chapter 16 to ACP 200 

16-A--15 
UNCLASSIFIED 

Copyright 1984-1994  Wind River Systems, Inc. 
CPU: PT-VME161 / ADNS CAP 1.0 [6 MAY 1998] 
Version: 5.2 
BSP version: 1.0 
Creation date: Wed May 6 07:25:05 PDT 1998 
 
Press any key to stop auto-boot... 
 1 
auto-booting... 
 
boot device            :  il 
processor number       :  0 
host name              :  emu 
file name              :  /export/home/PT161_vxWorks/vxWorks 
inet on ethernet (e)   :  144.97.33.195:0xfffffff0 
host inet (h)          :  144.97.33.130 
gateway inet (g)       :  144.97.33.196 
user (u)               :  uhf-user 
ftp password (pw)      :  uhf-user 
flags (f)              :  0x8 
target name (tn)       :  uhfmcap 
startup script (s)     :  /export/home/mcap/uhfmcap.scr 
 
Attaching network interface il0... done. 
Attaching network interface lo0... done. 
Loading... 515764 + 30472 + 23682 
Starting at 0x20001000... 
 
Attaching network interface il0... done. 
Attaching network interface lo0... done. 
interrupt: 
Uninitialized Interrupt! 
Vector number 24 (0-255). Spurious Interrupt 
Program Counter: 0x200031c6 
Status Register: 0x3000 
Loading symbol table from emu:/export/home/PT161_vxWorks/vxWorks.sym ...done 
 
 ]]]]]]]]]]]]]]]]]]]]]]]]]]]]]]]]]]]]]]]] 
 ]]]]]]]]]]]]]]]]]]]]]]]]]]]]]]]]]]]]]]] 
 ]]]]]]]]]]]]]]]]]]]]]]]]]]]]]]]]]]]]]] 
      ]]]]]]]]]]]  ]]]]     ]]]]]]]]]]       ]]              ]]]]         (R) 
 ]     ]]]]]]]]]  ]]]]]]     ]]]]]]]]       ]]               ]]]] 
 ]]     ]]]]]]]  ]]]]]]]]     ]]]]]] ]     ]]                ]]]] 
 ]]]     ]]]]] ]    ]]]  ]     ]]]] ]]]   ]]]]]]]]]  ]]]] ]] ]]]]  ]]   ]]]]] 
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 ]]]]     ]]]  ]]    ]  ]]]     ]] ]]]]] ]]]]]]   ]] ]]]]]]] ]]]] ]]   ]]]] 
 ]]]]]     ]  ]]]]     ]]]]]      ]]]]]]]] ]]]]   ]] ]]]]    ]]]]]]]    ]]]] 
 ]]]]]]      ]]]]]     ]]]]]]    ]  ]]]]]  ]]]]   ]] ]]]]    ]]]]]]]]    ]]]] 
 ]]]]]]]    ]]]]]  ]    ]]]]]]  ]    ]]]   ]]]]   ]] ]]]]    ]]]] ]]]]    ]]]] 
 ]]]]]]]]  ]]]]]  ]]]    ]]]]]]]      ]     ]]]]]]]  ]]]]    ]]]]  ]]]] ]]]]] 
 ]]]]]]]]]]]]]]]]]]]]]]]]]]]]]] 
 ]]]]]]]]]]]]]]]]]]]]]]]]]]]]]       Development System 
 ]]]]]]]]]]]]]]]]]]]]]]]]]]]] 
 ]]]]]]]]]]]]]]]]]]]]]]]]]]]       VxWorks version 5.2 
 ]]]]]]]]]]]]]]]]]]]]]]]]]]       KERNEL: WIND version 2.4 
 ]]]]]]]]]]]]]]]]]]]]]]]]]       Copyright Wind River Systems, Inc., 1984-1995 
 
                               CPU: Performance Technologies PT-VME161.  Processor #0. 
                              Memory Size: 0x1000000.  BSP version 1.0. 
                             Use sysHelp for available PTI utilities. 
 
Executing startup script /export/home/mcap/uhfmcap.scr ... 
#  
# UHF Script for MCAP on pt151/pt161 
# network 
cd "/export/home/mcap" 
value = 0 = 0x0 
ld < mcap.o 
value = 553466500 = 0x20fd3a84 
ld < webs.o 
value = 553418204 = 0x20fc7ddc 
 
# 
putenv("MCAP_ROOT_DIR = /export/home/mcap") 
value = 0 = 0x0 
putenv("WEB_FILE_DIR = MCAPweb") 
value = 0 = 0x0 
putenv("WEB_CONFIG_ENV = shore") 
value = 0 = 0x0 
putenv("CONFIG_FILE_DIR = configs") 
value = 0 = 0x0 
putenv("NVRAM_CONFIG_FILE_NAME = robertson_uhf.txt") 
value = 0 = 0x0 
 
# Start mcap 
SM_X_StartSNAC 
robertson_uhf.txt: No such file or directory. 
0x20fdda9c (tShell): EPAKmemAva 0x20000 partSize 0x5000 = #part 6 
0x20fdda9c (tShell): Setting up EPAK clock register 0x10 add = 30000100 
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0x20fdda9c (tShell): Setting up EPAK clock register 0x30 add = 30000100 
0x20fdda9c (tShell): Setting up EPAK clock register 0x70 add = 30000100 
0x20fdda9c (tShell): Setting up EPAK clock register 0xf0 add = 30000100 
isccInit complete 
NC_X_Init: setup port 0 
Starting Transmit task tNCTxPr0 
Starting Receive task tNCRx0 
successfully opened serial port device 5 
MainTask OK! 
SM_ReadMailTask OK! 
0x20fdda9c (tShell): Setting up EPAK clock register 0xf0 add = 30000100 
0x20fdda9c (tShell): Setting up EPAK clock register 0xf0 add = 30000100 
exiting init port 0 
local match, robu setting capId 0     gateway 1 
SM_X_StartSNAC: PASS SM 
SM_X_StartSNAC: PASS ST 
0x20fdda9c (tShell): XQ: Tube Control is up 
XQ_ReadConfigFile is OK 
SM_X_StartSNAC: PASS XQ 
SM_X_StartSNAC: PASS IC 
SM_X_StartSNAC: PASS OP 
SM_X_StartSNAC Completed 
value = 25 = 0x19 
g_DisplayLevel=100 
_g_DisplayLevel = 0x20e38ab4: value = 100 = 0x64 = 'd' 
criuOffset=2 
_criuOffset = 0x20e3a28c: value = 2 = 0x2 
#DupFilter 
 
#NC parameters 
#[default] setNCParams(port,"roundTripTime",30) 
#[default] setNCParams(port,"RTTmin",22) 
#[default] setNCParams(port,"RTTmax",45) 
#[default] setNCParams(port,"RTTHistorFt",80) 
#[default] setNCParams(port,"RTTAdjSen",5) 
#[default] setNCParams(port,"slotsTAdjSen",1) 
#[default] setNCParams(port,"flushCnt",4) 
#[default] setNCParams(port,"minTUSize",100) 
 
# port 0 parameters 
# normal or broadcast port.  Use default setup 
 
setNCParams(0,"roundTripTime",1) 
set roundTripTime of cap 0x0 to 1 
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value = 34 = 0x22 = '"' 
setNCParams(0,"fragEnable",1) 
set fragEnable of cap 0x0 to 1 
value = 31 = 0x1f 
setNCParams(0,"flushCnt",20) 
set flushCnt of cap 0x0 to 20 
value = 30 = 0x1e 
setNCParams(0,"minTUSize",200) 
set minTUSize of cap 0x0 to 200 
value = 32 = 0x20 = ' ' 
setNCParams(0,"maxNoOfUsers",5) 
maxNoOfUsers not found, nothing set 
value = 36 = 0x24 = '$' 
setNCParams(0,"smoothEnable",1) 
set smoothEnable of cap 0x0 to 1 
value = 33 = 0x21 = '!' 
setNCParams(0,"smoothFactor",1) 
smoothFactor not found, nothing set 
value = 36 = 0x24 = '$' 
 
# port 1 parameters 
# use the following parameters for EHF reach-back. 
setNCParams(1,"RTTmax",500) 
0x20fdda9c (tShell): value = setNCParams: port 321 not initialized 
 = 0x20 = ' ' 
setNCParams(1,"RTTHistorFt",90) 
0x20fdda9c (tShell): value = setNCParams: port 321 not initialized 
 = 0x20 = ' ' 
setNCParams(1,"RTTAdjSen",10) 
0x20fdda9c (tShell): setNCParams: port val1ue =  not initialized 
32 = 0x20 = ' ' 
setNCParams(1,"slotsTAdjSen",100) 
0x20fdda9c (tShell): setNCParams: port val1ue =  not initialized 
32 = 0x20 = ' ' 
 

j. MCAP configuration 

(1) After successful bootup the MCAP can be configured from either the 
console or a web browser. The console interface method, which is faster 
and provides more functionality is described below.  The web interface 
provides most setup functions and is shown at Paragraph 15A10. 



UNCLASSIFIED 
Annex A to Chapter 16 to ACP 200 

16-A--19 
UNCLASSIFIED 

(2) The console configuration uses a ‘drill-down’  menu system, similar to 
the Cisco IOS. To enter the menu system enter ‘config’ at the prompt (If 
the MCAP is cycling it will be difficult to see what is being typed – this 
is normal). To view the current run configuration next enter ‘show run’ 
at the prompt: 

config#>show run 
MCAP version 1.0.0 
RI parameters 
 router If 144.97.33.196 255.255.255.240 
! 
XQ parameters 
 compress Level   Z_BEST_SPEED 
 compress Type    ZLIB 
 default pri      4 
 default TTL      120 
 preEmptQ         15 
 queue Size       25000 
 queue Threshold  20000 
! 
filter-list 
 src any any any dest any any any prot OSPF TOS any pri 14  
 src any any any dest any any any prot IGMP TOS any pri 14  
 src any any any dest any any any prot ICMP TOS any pri 1  
! 
Interface 0 
 cryptoType       KG84A 
 dataRate         38400 bps 
 display module   status 
 display level    med 
 guardband        150 ms 
 max CycleTime    30000 ms 
 max NoOfUsers    5 
 mcapType         TX-RX 
 slotTime         350 ms 
! 
Interface 1 
 shutdown 
! 
Interface 2 
 shutdown 
! 
Interface 3 
 shutdown 
! 
MCAP list 
 mcap robu     144.97.33.196 MP0  0 MP1  0 MP2  0 MP3  0 mcapid dyn GW 
ncpri 15 
 mcap nocu     144.97.33.194 MP0  0 MP1  0 MP2  0 MP3  0 mcapid dyn  
 mcap canu     144.97.33.198 MP0  0 MP1  0 MP2  0 MP3  0 mcapid dyn  
 mcap manu     144.97.33.200 MP0  0 MP1  0 MP2  0 MP3  0 mcapid dyn  
! 
end 
config#> 
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(3) Help is available at any menu level by typing ‘help’ or ‘?’ at the prompt 
as shown below. 

(4) Each menus’ help screen is printed below followed by a description of 
available options. 

config#>? 
          Config MAIN Commands 
copy <from> <to>         - copy config settings 
  startup | running | network | <fileName> 
exit                     - exits config 
filter-list              - filter list input mode 
help                     - displays this screen. 
interface <0-3>          - interface parameters 
mcap-list                - mcapid configuration mode. 
quit                     - exits config 
ri                       - Router Interface parameters 
xq                       - Queue parametes 
show config              - displays boot config 
show run                 - displays the current config 
write                    - saves/erase running config to 
  [memory] | network | <fileName> | erase 
config#> 

• show config – shows the configuration stored in NVRAM. 

• show run – shows the current running configuration. 

• write – saves the current running configuration. Default location is NVRAM however 
can be saved to a host. 

• filter-list , interface <0-3> ,mcap-list, ri and xq all enter sub menus as shown below. 
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config#filter-list 
config#filter-list#>? 
 
 
          Config Filter-list Commands 
 
 delete <entry>              - deletes entry from list 
 exit                        - exits 
 help                        - displays filter list help screen 
 move <from> <to>            - moves line number <from> in front of line 
      <to> 
 pri <0-15> <max queue size> - max queue size for prioirty. [0] = no limit 
 quit                        - exits filter-list mode 
 show                        - displays filter-list 
 src  <P1> <P2> <P3> dest <P4> <P5> <P6> prot <P7> tos <P8> pri <P9> [TTL 
<P10>] 
    <P1>, <P4>         ipadd: dotted format or any 
    <P2>, <P5>         ipmask: dotted format or any 
    <P3>, <P6>         port: xxxx[-yyyy] or any 
                         xxxx or yyyy in 0-32767 
    <P7>               protocol: 0-255, ICMP, IGMP, UDP, 
                                 TCP, OSPF or any[=0] 
    <P8>               Type of Servive: 0-255 or any[=255] 
    <P9>               priority: 0-15 or deny 
    <P10>              Time To Live: 60-1000 
 
config#filter-list#>show 
 1: src any any any dest any any any prot OSPF TOS any pri 14 
 2: src any any any dest any any any prot IGMP TOS any pri 14 
  3: src any any any dest any any any prot ICMP TOS any pri 1 
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config#>interface 0 
config#interface 0#>? 
 
          Config Interface Commands 
 
  activate                   - same as “no shutdown” 
  crypto <type>              - none, [KG84A] or KIV7 
  datarate <rate>            - 2400 - [48000] 
  display module <modules>   - none or status [+ ... 
                                tx rx slotassg wrer eff 
  display level <level>      - low, med or hi 
  exit                       - exits 
  guardband <0-20480>        - set rx to tx gap <ms> 
  help                       - displays interface help screen. 
  max CycleTime <1000-60000> - [30000 ms] 
  max NoOfUsers <1-255>      - [5] 
  mcapType <type>            - tx-rx, tx-only or rx-only 
  no shutdown                - enables interface 
  quit                       - exits interface input mode 
  show                       - displays current interface settings 
  shutdown                   - disables interface 
  slottime <200-20000>       - set slot timing [200ms] 
 
config#interface 0#>show 
 cryptoType       KG84A 
 dataRate         4800 bps 
 display module   status 
 display level    med 
 guardband        200 ms 
 max CycleTime    30000 ms 
 max NoOfUsers    5 
 mcapType         TX-RX 
 slotTime         510 ms 
 
config#interface 0#>exit 
 
 
• Interface 0 - The Interfaces are for each of the 4 serial ports.  

• display-level controls how much information is displayed.  Set ‘high’ for debug and 
‘low’ for normal monitoring. 

• guardband - Guardband in  ms increments.  Some radios have a receive hold before 
terminating the receive. 

• slotTime - Slot size in ms increments.  This is dependent on datarate.  If traffic is high 
and symmetric, a larger number is better.  If traffic is light, or asymmetric, lower 
numbers are better.
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config#>mcap-list 
config#MCAP-list#>? 
 
 
          Config Interface Mcap-list Commands 
 
  delete <entry>      - deletes MCAP entry 
  exit                - exits 
  help                - displays the MCAP-list mode help screen. 
  mcap <P1> <P2> mp0 <P3> mp1 <P4> mp2 <P5> mp3 <P6> mcapid <P7> [gw 
[ncpri <P8> ]] 
    <P1>                 name of MCAP; 19 chars max. 
    <P2>                 router If ipadd 
    <P3>-<P6>            mission priority: 0-15 
    <P7>                 dyn, 1-511 
 
    <P8>                 netcontrol pri 0-15 
 
  quit                - exits MCAP-list mode 
  reset               - zeros MCAP list 
  show                - displays the current MCAP-list. 
 
config#MCAP-list#>show 
 1: mcap rob      144.97.33.212 MP0  0 MP1  0 MP2  0 MP3  0 mcapid dyn GW 
ncpri 15 
 2: mcap man      144.97.33.216 MP0  0 MP1  0 MP2  0 MP3  0 mcapid dyn 
 3: mcap noc      144.97.33.210 MP0  0 MP1  0 MP2  0 MP3  0 mcapid dyn 
 4: mcap can      144.97.33.214 MP0  0 MP1  0 MP2  0 MP3  0 mcapid dyn 
 
config#MCAP-list#>exit 
 

• This is a list of all members in the group. Each is given a name to help the operators 
identify it. The IP address is the Router Interface IP address. MCAP also uses this field 
to uniquely identify the member.  

• MP stands for mission priority and is used in slot assignment. 

• mcapid is used by the Net Control to identify a member in the SOL. Allocating a value 
allows for EMCON, but dynamic ids (dyn) are easier to implement. 

• GW - (GateWay) means that this MCAP can be the Net Control (NC) if it has the 
highest priority.  

• ncpri – determines the priority of a node to become the NC. The higher, the more likely 
to be the NC.  Set high values on relay nodes (ships with another RF link), so that if the 
shore fails, then it can relay through another ship.  The shore should always be set high. 
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config#>xq 
config#XQ#>? 
 
          Config XQ Commands 
 
compress level <1-9,-1>     - [1]-9, or -1 or 
                              [z_best_speed], z_best_comp, 
                              or z_default_comp 
compress type <type>        - none or zlib 
default pri <0-15>          - default prioity [4] 
default ttl <1-1000>        - default time-to-live [120] 
exit                        - exits 
display level <level>       - low, med or hi 
display module <modules>    - none, xq-comp 
help                        - displays this screen. 
preEmptQue <0-15>           - preEmptQueue [15] 
queue size <10K-1.5M>       - total queue size [25000] 
queue threshold <10K-1.5M>  - queue report threshold [20000] 
quit                        - exits 
show                        - displays the running XQ settings 
 
config#XQ#>show 
XQ parameters 
 compress Level   Z_BEST_SPEED 
 compress Type    ZLIB 
 default pri      4 
 default TTL      120 
 preEmptQ         15 
 queue Size       25000 
 queue Threshold  20000 
config#XQ#>exit 

 
• queue  - Maximum total queue size before it starts to drop.  A value of 25000 at 32kbps 

represents 6.25 seconds of data, which is more than required. Use the command 
queuesize to adjust. 

• queueThreshold - The change in queue size, after which a queue report is sent to the RI.  
It is used to determine whether flow control (source quench) should be sent. Requires 
applications that supports source quench, otherwise it doesn’t matter. Use 
queueThreshold command to adjust. 

• defaultTTL - number of seconds before a packet is dropped.  Since packets are not 
acknowledged, they never sit in the queue very long, so it shouldn’t need to be changed. 
Historically, it was used to hold important data longer. Use TLL command to adjust. 

• defaultPri  - packets not in the filterlist are put in this queue. Use defaultPri command to 
adjust. 

 



UNCLASSIFIED 
Annex A to Chapter 16 to ACP 200 

16-A--25 
UNCLASSIFIED 

 
config#>ri 
config#RI#>? 
 
          Config RI Commands 
 
display level <level>    - low, med or hi 
display module <modules> - none, ri-all, or ri-tx [+ ... 
                             ri-rx ri-stat err] 
exit                     - exits config RI 
help                     - displays this screen. 
quit                     - exits config RI 
router id <ipadd> <mask> - OSPF Router Id (Optional) 
router if <ipadd> <mask> - Router Interface IP address 
show                     - displays the running RI settings 
config#RI#>show 
RI parameters 
 router If 144.97.33.212 255.255.255.240 
 
config#RI#>exit 

 
• router id – specifies the router id  address and mask. ( Optional )  
• router if – specifies the Router Interface IP address and mask in decimal dot format. 
 

k. Saving configuration changes 

After configuration is complete it is necessary to save the changes. This is achieved 
by returning to the top level of the configuration menu (enter ‘exit’ to return back up 
from a level).  When in the top level the prompt will be ‘config>’. Enter ‘Save or 
‘write’’ at the prompt. Details of the save will be displayed. Enter ‘quit’ or ‘exit’ at 
the prompt to leave the config menu, and normal MCAP operations should continue. 

16A06 OPERATION 

Upon a successful boot-up, the following should take place: 

a. If no net has already formed and the MCAP does not have a gateway priority 
set, it will wait and listen for a net to form before attempting to join. 

b. If no net has already formed and the MCAP does have a gateway priority set, 
the unit will assume the role of NC, produce a Sequence Order List (SOL) 
and begin cycling. If the display module is set to status, the following will be 
shown at the console. Initially the only member of the net is the NC itself 
where the amount of data sent, received and the associated system times are 
shown. Where data is sent and not received *** will appear in the rcvd 
column as shown below. 
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PORT[0] Cycle 40: 1 members 0 RAS_slots 4 slots/Cyc 6400ms CycTime 
slots  @ tick      owner Allocd    Txd @ tick     Recvd @ tick    NxCyReq 
 
 0 - 1 @ 2499058  rob   1386    405 @ 2498909    *** @ 2499063      16 
PORT[0] Cycle 41: 1 members 0 RAS_slots 4 slots/Cyc 6400ms CycTime 
slots  @ tick      owner Allocd    Txd @ tick     Recvd @ tick    NxCyReq 
 
 0 - 1 @ 2499698  rob   1386    175 @ 2499548    175 @ 2499699      16 

c. If a net has already formed the MCAP will wait untill a RAS ( Random 
Access Slot ) has been allocated by the NC. It will generate a Request to Join 
message and will join when allocated a slot by the NC. A typical joining 
sequence terminal output is shown below where the member ‘can’ joins the 
net 3 cycles after the initial Join Request. 

 
PORT[0] Cycle 40: 3 members 0 RAS_slots 4 slots/Cyc 6400ms CycTime 
slots  @ tick      owner Allocd    Txd @ tick     Recvd @ tick    NxCyReq 
 
 0 - 1 @ 2499058  rob   1386    405 @ 2498909    405 @ 2499063      16 
 2     @ 2499378   noc     426      0 @ 0          241 @ 2499400       0 
 3     @ 2499538   man     426      0 @ 0          215 @ 2499554       0 
 
PORT[0] Cycle 41: 3 members 0 RAS_slots 4 slots/Cyc 6400ms CycTime 
slots  @ tick      owner Allocd    Txd @ tick     Recvd @ tick    NxCyReq 
 
 0 - 1 @ 2499698  rob   1386    175 @ 2499548    175 @ 2499699      16 
 2     @ 2500018   noc     426      0 @ 0           11 @ 2500024       0 
 3     @ 2500178   man     426      0 @ 0          283 @ 2500192       0 
Rcved JoinReq[0] from 0x27f [can] routerIf 906121d6 to 0x291 @ 2500991 
PORT[0] Cycle 42: 4 members 1 RAS_slots 5 slots/Cyc 8000ms CycTime 
slots  @ tick      owner Allocd    Txd @ tick     Recvd @ tick    NxCyReq 
 
 0 - 1 @ 2500338  rob   1386    231 @ 2500188    231 @ 2500335      16 
 2     @ 2500658   noc     426      0 @ 0           11 @ 2500671       0 
 3     @ 2500818   man     426      0 @ 0          147 @ 2500838       0 
 
PORT[0] Cycle 43: 4 members 0 RAS_slots 4 slots/Cyc 6400ms CycTime 
slots  @ tick      owner Allocd    Txd @ tick     Recvd @ tick    NxCyReq 
 0 - 1 @ 2501138  rob   1386    547 @ 2500988    547 @ 2501140      16 
 2     @ 2501458   noc     426      0 @ 0          173 @ 2501475       0 
 3     @ 2501618   man     426      0 @ 0          426 @ 2501643     124 
 
PORT[0] Cycle 44: 4 members 0 RAS_slots 5 slots/Cyc 8000ms CycTime 
slots  @ tick      owner Allocd    Txd @ tick     Recvd @ tick    NxCyReq 
 
 0 - 1 @ 2501778  rob   1386    318 @ 2501628    318 @ 2501787      17 
 2     @ 2502098   noc     426      0 @ 0          215 @ 2502123       0 
 3     @ 2502258   man     426      0 @ 0          316 @ 2502279      49 
 4     @ 2502418   can     426      0 @ 0          426 @ 2502435    2110 
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PORT[0] Cycle 45: 4 members 0 RAS_slots 5 slots/Cyc 8000ms CycTime 
slots  @ tick      owner Allocd    Txd @ tick     Recvd @ tick    NxCyReq 
 
 0 - 1 @ 2502578  rob   1386     97 @ 2502428     97 @ 2502579      17 
 2     @ 2502898   noc     426      0 @ 0          425 @ 2502903       0 
 3     @ 2503058   man     426      0 @ 0          221 @ 2503072      19 
 4     @ 2503218   can     426      0 @ 0          426 @ 2503228    2160 
 
 

d. Console Outputs 

(1) The following is the output displayed on the console when “display 
module” is set to “status” and “display level” set to “med” from the 
config#interface 0#  menu. 

 
PORT[0] Cycle 189: 4 members 0 RAS_slots 4 slots/Cyc 1400ms CycTime 
slots  @ tick      owner Allocd    Txd @ tick     Recvd @ tick    NxCyReq 
 
 0     @ 285500   *robu*    696     29 @ 285499      29 @ 285499       17 
 1     @ 285535    canu     696      0 @ 0           11 @ 285533        0 
 2     @ 285570    manu     696      0 @ 0           11 @ 285568        0 
 3     @ 285605    nocu     696      0 @ 0           11 @ 285602        0 
 
PORT[0] Cycle 190: 4 members 0 RAS_slots 4 slots/Cyc 1400ms CycTime 
slots  @ tick      owner Allocd    Txd @ tick     Recvd @ tick    NxCyReq 
 
 0     @ 285640   *robu*    696     29 @ 285639      29 @ 285639       17 
 1     @ 285675    canu     696      0 @ 0           11 @ 285673        0 
 2     @ 285710    manu     696      0 @ 0           11 @ 285707        0 
 3     @ 285745    nocu     696      0 @ 0          109 @ 285742        0 
 
PORT[0] Cycle 191: 4 members 0 RAS_slots 4 slots/Cyc 1400ms CycTime 
slots  @ tick      owner Allocd    Txd @ tick     Recvd @ tick    NxCyReq 
 
 0     @ 285780   *robu*    696     29 @ 285779      29 @ 285779       17 
 1     @ 285815    canu     696      0 @ 0           11 @ 285813        0 
 2     @ 285850    manu     696      0 @ 0           11 @ 285847        0 
 3     @ 285885    nocu     696      0 @ 0           11 @ 285882        0 
 
PORT[0] Cycle 192: 4 members 0 RAS_slots 4 slots/Cyc 1400ms CycTime 
slots  @ tick      owner Allocd    Txd @ tick     Recvd @ tick    NxCyReq 
 
 0     @ 285920   *robu*    696     29 @ 285919      29 @ 285919       17 
 1     @ 285955    canu     696      0 @ 0           11 @ 285953        0 
 2     @ 285990    manu     696      0 @ 0           11 @ 285989        0 
 3     @ 286025    nocu     696      0 @ 0           11 @ 286022        0 
 
PORT[0] Cycle 193: 4 members 0 RAS_slots 4 slots/Cyc 1400ms CycTime 
slots  @ tick      owner Allocd    Txd @ tick     Recvd @ tick    NxCyReq 
 



UNCLASSIFIED 
Annex A to Chapter 16 to ACP 200 

16-A--28 
UNCLASSIFIED 

 0     @ 286060   *robu*    696     29 @ 286059      29 @ 286059       17 
 1     @ 286095    canu     696      0 @ 0          109 @ 286093        0 
 2     @ 286130    manu     696      0 @ 0           11 @ 286128        0 
 3     @ 286165    nocu     696      0 @ 0           11 @ 286162        0 
 

 

(2) Each section represents one cycle. The information shown indicates the 
port being monitored, the cycle number, and how many members there 
are in the net.  The next section indicates whether a Random Access Slot 
was allocated during the cycle, the total number of slots allocated to all 
members and the total cycle time. The information below the dashed line 
shows the following. 

 

(a) slots  @ tick – indicates the number of the slots allocate to each 
member and the local tick number at which each members slot/s is 
expected to be received. (ticks are a 10ms increment of system time 
), the members name as entered into the MCAP-List and number of 
bytes llocated. 

(b) Txd @ tick - This column indicates the data size transmitted and at 
which tick. The asterisks beside the name indicates the member 
actually being monitored. Therefore it will the only member to have 
a value in the Txd column. 

(c) Recvd @ tick – If the MCAP can receive it own Txd data, this 
column will indicate the data the MCAP receives and the tick count 
at which it is received. The data size should be the same as in the 
Txd column for each MCAP being monitored. This tick count 
should also be the same as the system count if the all timings are 
correct. 

(d) NxCyReq – This indicates the data size requested by that member 
for the next cycle. This does not mean how much will actually be 
allocated as can be seen above. 

(3) Timing Errors 

(a) The MCAP has three important timing parameters that must be set 
for correct operation: Slot time, Guardband and Round Trip Time. 

(b) The Slot time and Guardband time are set during the set-up phase 
via the Interface <0-3> menu. The Slot time has a minimum 
allowable value depending on the datarate being used and similarly 
the Guardband has a maximum value. The software will not allow 
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illegal values to be entered, however between these limitations any 
value can be set. 

(c) The third important timing factor is the data “roundTriptime”. This 
is usually set by the start-up script file line 
“setNCParams(0,”roundTripTime”,X) where X is the time taken in 
“ticks” for information to travel from one member to another. Once 
determined this value is set and is determined by hardware delays 
and the path taken. eg LOS, UHF SATCOM. This value can be 
changed at any time for diagnostic purposes by typing  
“setNCParams(0,”roundTripTime”,X)” at the normal command 
prompt,  however this value is NOT saved to NVRAM and the start-
up script file must be edited to change permanently. 

(d) The MACP will automatically adjust the Round Trip Time (RTT) as 
long as it is within a certain range of the correct value. However if a 
unit is rebooted the readjustment process must be repeated which 
can lead to a delay in the member being able to rejoin or complete 
disruption of the net. Consequently it is important to have the 
correct value set during start-up. 

(e) On examination of the terminal display, the tick at which a slot is 
received should be the same (or within 1) as the expected tick 
shown in the first column. If these values are different it indicates an 
incorrect RTT. The correct RTT can be determined by the 
difference between the Txd and the Recvd ticks if the MCAP can 
receive its own transmissions. 

(f) Some hardware may produce varying RTT differences. In this case 
the average should be used. The MCAP can accommodate some 
variation and increasing the Guardband can help. However this will 
waste bandwith and decrease overall system efficiency.  

(4) Receive Data Errors 

When data is not received with errors or the MCAP can not receive its own 
transmissions, the output screen will display “***”  in the recvd@tick 
column. 

16A07 MCAP – SLOT THEORY 

a. A single UHF SATCOM channel is to be used by multiple units/nodes at the 
same time, as shown in Figure 16-A-5. This is achieved by allocating each 
node, time slots in milliseconds where each node will have access to the 
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channel for transmitting and receiving data. Transmit and receive time is 
divided into cycles. A cycle is the amount of time it takes to process all 
participating nodes in the network. The maximum cycle time is 30 seconds 
based on TCP considerations and limitations. 

b. One node assumes the role of the Net Controller (NC) and is responsible for 
allocating time slots within each cycle to all the nodes in the network. To 
become the Net Controller, nodes are configured to participate in the network 
as either Net Control capable or not. When a Net Capable node tries to join 
the network it first listens to see if a network is already established. If a 
network has not yet been established, the Net Capable node will assume the 
role of the Net Controller. The Net Controller can give up control by either 
operator command or by request of a higher priority Net Controller.  

 

 0      1      2       3      ...       N

RAS SOLSOL

   0      1      2      3        4     ...     N

RAS
CYCLE 0 CYCLE 1

SLOT
 

 
 
 
           NC         SHIP 1        SHIP N 
 

Figure 16-A-5 – Slot and Cycle Allocation 
 

c. At the start of each cycle the NC publishes a Sequence Order List (SOL). 
This list details all member nodes, and how many slots each node (including 
the NC) has been allocated for this particular cycle. Based on their current 
queue size, member nodes make a request in the header segment of their 
current transmission for the amount of data they would like to transmit in the 
next cycle. The NC allocates slots to the nodes based on how much data they 
have requested to send, their Mission Priority (MP) and the space available 
in the next cycle. Nodes are given a Mission Priority from 0 to the highest 

d. priority of 15, which is set as part of their configuration. 

e. As part of the SOL the Net Controller randomly publishes a join slot. Nodes 
who wish to join an established network transmit a request to join packet 
during this special join slot portion of the cycle. Theoretically the MCAP can 
handle a maximum of 256 nodes. 
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16A08 KG-84A STRAPPINGS AND FRONT PANEL SETTINGS 

Operational configuration of interoperable cryptographic devices, e.g. KIV-
7/KG84/BID1650 may be found in ACP 176 NATO SUPP 1. 

16A09 BOOT ERRORS 

a. .When there is a misconfiguration of the boot host or the boot attempt fails, 
an error code will print and the vxWorks boot monitor prompt will return.  
The following is a list of known errors 

0x1a9 FTP service timed out. (may be too many FTP sessions 
on. Close some.) 

0x212 Invalid password on boot host.(check spelling, case. 
Check user privileges) 

0x250002 Login incorrect.  
0x226 file does not exist. (check path, filename, and that user 

has executable access) 
0x320001 Can’t find file. 
0xd0003 ‘host inet’ not valid 
0xd00031 Gateway not valid 

 

b. If the MCAP does not progress beyond “Loading…” there may be a network 
problem.  Check and ensure that the IP addresses in the boot line are correct, 
that the network is properly configured.  

16A10 WEB-BASED CONFIGURATION 

a. The web based configuration program can be run from a web browser on any 
computer in the local LAN. The first screen to be displayed is the current 
running configuration, from here any subsequent menu can be selected from 
the menu on the left of the screen. 

b. The screens available follow the same format as already shown for the 
terminal setup except for setting display output options. Web-based 
monitoring of the MCAP is currently not available. 
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c. Examples of the screen displays for the NC (shore) are given below. 
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16A11 ROUTER CONFIGURATION 

The router configuration for a four-member UHF SATCOM net operating at 
38,400bps is given below. 

 
 
robertson#sh run      
Building configuration... 
 
! 
interface Ethernet1/2 
 description TO UHF SATCOM MCAP 
 ip address 144.97.33.196 255.255.255.240 
 ip pim sparse-dense-mode 
 ip ospf cost 1000 
 ip ospf hello-interval 25 
 ip ospf retransmit-interval 50 
! 
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Appendix 1 - PT 1X1 and EPAK Figures & Jumper Positions 

 
 

PT-151 Front Panel
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PT-151 Jumper locations 
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PT-161 Jumper locations 
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EPAK/F Jumper locations 
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Jumper Settings 

 
PT151 
K1 shunted 
K2 open 
K3 1-2, 5-6, 8-9  
K4 2-3, 5-6, 7-8, 11-12, 16-17, 20-21, 26-27 
K6 shunted 
K7 open 
K8 shunted 
K9 shunted 
 
EPAK/F  
K1 1-2 
K2 1-2 
K3 1-2 
K4 1-2 
K5 open 
K6 open 
K7 shunted 
K8 2-3 
K9 2-3 
K10 2-3 
K11 2-3 
K12 2-3 
K13 2-3 
K14 1-2 
K15 2-3 
K16 2-3 
K17 2-3 
J1 All shunted 
J2 All shunted 
J3 All shunted 
J4 All shunted 
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INMARSAT B 
TECHNICAL OPERATING INSTRUCTION  

16B01 PURPOSE 

This Technical Operating Instruction (TOI) details technical guidance and 
instructions for the set-up and use of INMARSAT-B when utilised as an 
RF bearer in a MTWAN networking environment.  

16B02 INTRODUCTION 

a. A number of ships are fitted with INMARSAT (International 
Maritime Satellite Organisation) satellite communications 
terminals. The INMARSAT network consists of 12 
communications satellites (ten operational plus two in-orbit spares) 
in geostationary orbit around the equator. The satellites cover the 
globe from Latitude 70 N to 70 St and are grouped to cover four 
regions: Atlantic Ocean Region – West, Atlantic Ocean Region – 
East, Indian Ocean Region, and Pacific Ocean Region. Global 
coverage is shown at Figure 16-B-1. 

 

Figure 16-B-1 – Global INMARSAT Coverage 
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b. Land Earth Stations (LES’s) are located in various countries 
around the planet, and are the gateways which provide the link 
between the satellites and public terrestrial telecommunications 
networks.  

c. The INMARSAT-B High Speed Data (HSD) service provides a 
full duplex, 56 or 64Kbps (user-selectable) data service with 
terrestrial delivery via ISDN. The  configuration for INMARSAT-
B fitted ships is shown in Figure 16-B-2.  The configuration would 
be similar for INMARSAT-A fitted ships, the difference being the 
absence of an HSD connection. 

 

 

Figure 16-B-2 - INMARSAT-B Configuration 

d. To use the HSD interface, a synchronous serial interface is 
required. Whilst a number of options are available, it is important 
to choose a device that has been optimised for data transmission 
over a satellite/ISDN network.  

e. There are few restrictions in terms of INMARSAT coverage, as the 
INMARSAT system is designed to provide global communications 
access. However there can be restrictions in availability as follows: 

(1) Wooding Effects - On some ships, it may not be possible to 
site the INMARSAT antenna/e to ensure continuous satellite 
coverage irrespective of ship course.  As such, there are 
certain ship courses where the communications path to a 
satellite will be obstructed by the ship’s structure.  Therefore, 
in some situations, restoration of satellite access will require a 
change in course, or the use of another satellite (provided the 
ship is an area of overlapped satellite coverage).   

MNTG

Server

Crypto
Router
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Terminal
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(2) EMCON - Under certain operational conditions there will be 
restrictions on transmissions from onboard emitters. Under 
such conditions, it may be a requirement to switch off the 
INMARSAT terminal. 

f. Cost - Whilst good satellite coverage is provided, INMARSAT is 
the most expensive of the current communication bearer options 
for channel utilisation. Costs can range from US$3/min for LSD to 
US$14/min for HSD.  It is normal for INMARSAT users to shop 
for the most cost effective LES that is able to provide coverage in 
order to minimise operating costs.  Note that in general ship-to-
shore calls are cheaper than shore-to-ship calls. 

16B03 POINT-TO-POINT SUB-NET OPERATIONS 

Backbone subnets within the MTWAN consist of both point-to-point links and 
multimember shared subnets.  INMARSAT-B is a point-to-point full-duplex 
subnet, and therefore it does not require the use of an MCAP. 

16B04 INMARSAT-B SETUP FOR MTWAN RF NETWORKING 

This section details the technical set-up for INMARSAT-B as an RF bearer for 
MTWAN Networking, including encryption of the link.  The set-up for MTWAN 
Networking differs from that used for standard voice telephony or stand-alone PC 
to PC file transfer using INMARSAT. 

16B05 INMARSAT-B TERMINAL SET-UP  

The only configuration item that may require setting up, depending on the brand 
of INMARSAT terminal used, is the incoming and outgoing call route for HSD 
calls.  This configuration item controls which I/O port an HSD call will be 
connected to. For example with a Nera Saturn B, the High Speed data is routed 
through the 25 pin DTE port on the Main Control Unit. To activate the High 
Speed Data option the “Enhanced Setup” function, accessed through the operators 
handset, is used.  
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16B06 ROUTER SET-UP  

In the network to be connected via INMARSAT, there may be a variety of routers 
used, dependent upon budget, industrial partnerships and so on.  This is of little 
importance provided the protocol used across the network is consistent with the 
aim of the overall network architecture and the network designer. 

16B07 CRYPTOGRAPHIC SET-UP  

The standard cryptographic unit for a MTWAN is the KG-84A / KIV-7, however 
as the INMARSAT HSD link is a point to point link other cryptographic units 
may be used so long as the same, or at least compatible, devices are used at both 
ends. Operational configuration of interoperable cryptographic devices, e.g. KIV-
7/KG84/BID1650 may be found in ACP 176 NATO SUPP 1. 

16B08 ESTABLISHING A CONNECTION 

a. Depending on the router used and any policy concerning the use of 
INMARSAT, (for example the EMCON policy in force), a 
connection can be established either manually or automatically by 
the router. (The use of KG84A prevents the use of Automatic 
dialing). A manual connection can be established by either end and 
is simply a matter of placing a call (HSD call from the 
INMARSAT terminal) to the other end. For example from a Nera 
Saturn B: lift the handset and dial *25*64# to select a HSD call, 
then dial the phone number of the other end. When the other end 
answers the Nera terminal will attempt to synchronise with the 
ISDN terminal adapter or other INMARSAT terminal at the other 
end. Once connected the handset display will report  “HSD 
CONNECTED”. At this point the two INMARSAT terminals are 
talking to each other.  

b. The next step is to confirm the routers are connected. The 
MTWAN standard routing protocol is OSPF, and the connection 
between routers can be determined by querying the neighbour 
state. If CISCO routers are used this is achieved by the typing the 
command line “show ip ospf neighbour” 

 



UNCLASSIFIED 
Annex B to Chapter 16 to ACP 200 

16-B-5 
UNCLASSIFIED 

16B09 MAINTAINING A CONNECTION 

Currently there is no method of ensuring that the connection to the ship 
can be maintained.  If the ship’s superstructure, a blind spot in the 
satellite’s footprint or other atmospheric phenomena cause the connection 
between the ship and the satellite to be lost then the only method to 
reconnect is as outlined above, a manual process that introduces delay and 
error.  Delays and errors may be increased by the need to retransmit data 
that has already been sent. Some INMARSAT units will report the current 
signal strength or signal to noise ratio. If available these should be 
checked before use. 
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Appendix 1 
TYPICAL MTWAN INMARSAT SCHEMATIC CONNECTIONS DIAGRAM 
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HF BEYOND LINE OF SIGHT 
TECHNICAL OPERATING INSTRUCTION 

(Held for future development)
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HF EXTENDED LINE OF SIGHT 
TECHNICAL OPERATING INSTRUCTION 

(Held for future development)
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STANDARD OPERATING PROCEDURE FOR IP-5066 

16E01 PURPOSE 

a. This draft Standard Operating Procedure (SOP) aims to detail the procedure to be 
used when forming IP network connections over a STANAG 5066 HF radio 
communications system. 

b. This SOP describes in broad terms what IP-5066 is and where it can fit in to an IP 
network along with some background covering data communications over the HF 
bearer. The component parts of IP-5066 are described and pre-requisites are 
highlighted. 

c. This document does not cover IP addressing issues or the issues associated with IP 
routing over the various bearers that may be available in addition to IP-5066. 

16E02 INTRODUCTION 

a. The HF bearer has traditionally been used for low data rate communications, often 
in a broadcast manner. Broadcast transmissions are intended for reception by 
many stations at the same time. To enable this, all stations set their receivers to the 
same frequency as the transmitter and decode all data sent. As HF radio 
communications can function effectively over long ranges, HF is ideal for 
broadcast operations to widely separated ships etc. A consequence of the 
broadcast mode is that data flows in one direction only. This is inappropriate for 
many modern network based applications as these require to send data as well as 
receive it. Additionally, there is typically no in-channel method of requesting that 
data be resent in the event of it not being received correctly. 

b. The profile for HF data communications as documented in the NATO standard, 
STANAG 5066, is intended to modernise HF data communications and allow the 
HF bearer to be used to flexibly support a wide range of end user applications. 
STANAG 5066 requires that each station or node (ships etc.) be assigned a unique 
node identifier. This can allow multiple nodes to share a single channel and yet 
communicate independently1. Communications can be supported in either ARQ 
(automatic repeat request) or non-ARQ modes. The former requires that 
acknowledgements are sent back from the receiver of a transmission to confirm 
that the data has been received intact, should data become errored or lost the 

                                                 
1 STANAG 5066 does not currently address channel access issues, therefore although 
multiple nodes may share a channel, additional hardware is required if the likelihood of 
transmission collisions is to be reduced below that obtained by listen before transmit 
methods. 
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transmitting node will selectively retransmit the appropriate section(s). Non-ARQ 
mode does not require any acknowledgements and hence will not retransmit 
errored or lost data at the data link layer. 

c. The current implementations of STANAG 5066 communications suites operate in 
a point –to-point half duplex manner. This allows data to be sent both ways over a 
link, but only in a single direction at any one time. With such a bi-directional link, 
standard networking protocols such as IP can be used and can therefore allow HF 
to support a very wide range of user applications. Future implementations of 
STANAG 5066 will introduce support for full duplex operations and provide 
greater benefit, assuming the hardware infrastructure can support it. 

d. The STANAG 5066 data link layer was not designed to support any one single 
application, therefore several clients have been developed in order to allow it to be 
flexible in line with user requirements. In the case of supporting IP data transfer 
(and hence a wealth of standard applications), a client application known as the IP 
Client has been developed, this interfaces with the STANAG 5066 data link layer 
to allow it to transport standard IP datagrams. Other client applications have been 
developed to directly support other end user requirements such as file transfer and 
messaging, these have been optimised for their single purposes. 

e. As the IP protocol suite is supported by most common operating systems and as 
the name suggests, is the underlying protocol of the internet, there exists a huge 
range of IP network based applications. Many of these applications can be used 
over HF communications links. This often means that a standard application 
developed for use over the internet can be used over a tactical HF bearer. These 
applications have the advantage of being subject to a large user base and are hence 
often mature in nature and inexpensive. 

f. The only limitations imposed by IP-5066 are those inherent in the HF bearer itself, 
i.e. data rates are limited by the channel characteristics and bandwidth; link 
availability is limited by propagation mechanism, distance and interference 
characteristics. With current modem technology, raw data rates of up to 
12,800 bps are readily available over good surface wave paths (typically up to 
60 km over land and 200 nm over sea). Skywave paths (i.e. those where the 
transmitter and receiver are well beyond direct line of sight) can usually support 
data rates between 75 and 9600 bps with rates between 300 and 3200 bps being 
typical. Round trip times (the time taken for data to be sent from one station to 
another and back again) for small packets of data across an IP-5066 link can be as 
short as 8 seconds. The maximum data throughput for an efficient TCP/IP 
application operating over IP-5066 is typically 50% of the raw modem data rate 
under error free conditions. 

g. Although the HF bearer is known for its variability, the combination of modems 
with forward error correction and the ARQ mode of STANAG 5066 offers a 
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method for efficient and reliable transfer of data across a propagating radio link. 
Network applications which use the TCP protocol will automatically adapt to the 
variable latencies of errored IP-5066 links owing to the back-off retransmission 
timers of TCP. Well written UDP applications can themselves adapt to the 
latencies experienced over an IP-5066 link if at all necessary for their mode of 
operation. 

16E03 NETWORK SCENARIOS INCLUDING IP-5066 

a. IP-5066 can be used in various configurations to carry IP network data. An 
example scenario is presented in Figure 16-E-1. This shows a SATCOM link from 
a shore based network operations centre to a gateway node ship. From this 
gateway ship, IP-5066 is sequentially used to connect two further leaf node ships 
to the network as indicated by the solid lines labelled IP-5066. The broken line 
between the two leaf node ships indicates that IP-5066 can be used directly 
between these when not being used to the gateway ship. 

Satellite

Gateway Ship

Leaf Node Ship

Leaf Node Ship

Network
Operations

Centre

IP-5066

IP-5066

IP-5066

 
 

Figure 16-E-1 – IP-5066 providing leaf node connectivity 

b. In this scenario, IP-5066 is being used to provide two separate narrow bandwidth 
point-to-point links from the gateway ship to two leaf node ships. Currently, to 
achieve this, two IP-5066 installations are required on the gateway ship, this is a 
restriction of the current versions of STANAG 5066 communications suites and of 
the IP Client. Future versions will remove this restriction and will allow the 
gateway ship to operate with just one IP-5066 installation if necessary. 
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Additionally, the two leaf node ships will then be able to communicate with each 
other via IP-5066 as well as with the gateway ship without reconfiguration. 

c. Implementing point-to-point links, such as in this scenario, between networks, be 
they ethernet LANs onboard ships or themselves groups of MTWAN networked 
ships, is likely to be the most common use for IP-5066. 

16E04 COMPONENTS OF AN IP-5066 SYSTEM 

As introduced above, an IP-5066 system is a combination of HF communications assets 
(transceivers, antennas etc.), a STANAG 5066 communications suite and the IP Client. 
Figure 16-E-2 is a schematic of a typical IP-5066 node, in addition to the components 
necessary to realise IP-5066, this figure shows some standard network devices that may 
make use of an IP network. 

Ethernet

IP ClientSTANAG 5066

Ethernet

HF Modem
TX / RX

Z

 
Figure 16-E-2 – IP-5066 node and basic LAN 

Several vendors have developed and now sell implementations of the STANAG 5066 
communications suite. Currently, all implementations require the Microsoft Windows NT 
4 operating system running on PC hardware. The only implementation of an IP Client has 
been developed by the NATO C3 Agency (NC3A), this requires a computer running a 
modern version of the Linux operating system. As IP-5066 requires both STANAG 5066 
and an IP Client, two separate computers are required. These interface to each other and 
to the local area network by means of ethernet (the above diagram shows two separate 
ethernets for clarity, but a single shared ethernet can be sufficient). The HF modem is a 
standalone COTS hardware device and this interfaces to the STANAG 5066 PC via a 
synchronous RS232 interface, Figure 16-E-2 shows the inclusion of an optional bulk 
encryption device between the STANAG 5066 PC and the HF modem. 

a. STANAG 5066 

STANAG 5066 is a NATO standard and describes a ‘Profile for HF data 
communications’. For the purposes of IP-5066, STANAG 5066 provides a data link layer 
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over which IP network traffic can be transmitted and received, that is STANAG 5066 is 
part of the interface between a wired LAN and an HF communications system. 

Prior to the deployment of an IP-5066 system, a STANAG 5066 node identifier should be 
obtained. These node identifiers should be unique as they are used when addressing 
frames of data to a remote station, much like a radio callsign. The official procedure for 
obtaining a node identifier has yet to be defined, but the IP-5066 TOI contains reference 
to a system that has been successfully used during BFEM-66 deployment. This system 
may be suitable for use in the deployment of IP-5066. If an IP-5066 system is to be used 
for short term testing purposes only, it is possible to use a temporary, but not necessarily 
unique node identifier. Addresses in the 1.1.1.1 – 1.1.1.255 range are commonly used for 
this, but to date, no test range of addresses has been officially allocated. 

The installation documentation for the particular STANAG 5066 communications suite to 
be used describes the basic configuration procedures. The IP-5066 TOI details any IP-
5066 specific configuration that is necessary. 

b. IP Client 

STANAG 5066 by itself cannot carry IP network traffic. The IP Client adds the IP 
carrying functionality to STANAG 5066. Currently the IP Client requires the use of a 
separate PC to that which runs the STANAG 5066 communications suite due to differing 
requirements in terms of operating system. 

The IP Client uses a TCP/IP network connection to attach to the STANAG 5066 suite, 
and as such requires configuring with the IP address or hostname of the local STANAG 
5066 PC. Typically all that is necessary to configure the IP Client is the hostname of the 
STANAG 5066 PC. If a DNS is not used locally, it will be necessary to use the IP 
address of the STANAG 5066 PC instead. 

The IP-5066 TOI details how the IP Client is configured. As the IP Client software is still 
under development, the installation and configuration processes require a good working 
knowledge of Linux / UNIX. 

c. IP networking 

In order to forward IP datagrams across the HF bearer, appropriate IP routing must be 
implemented. Routing, here, involves directing IP datagrams from the LAN to a remote 
network using IP-5066 (and hence HF). Figure16-E-3 represents two IP-5066 equipped 
platforms. The PC labelled ‘Host PC1’ can communicate using IP with that labelled 
‘Host PC2’ by means of IP-5066. When Host PC1 sends a network packet to Host PC2, it 
travels over the local ethernet to which Host PC1 is connected and reaches the local 
default gateway, which in this case is the IP Client PC. When the packet reaches the IP 
Client PC it is passed to the NC3A IP Client software, which formats (encapsulates) the 
data ready for delivery by STANAG 5066 and passes it to the STANAG 5066 PC. The 
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STANAG 5066 communications suite transmits the encapsulated packet (or sequence of 
packets if they arrive in a short period of time) over HF using the encryption device, the 
HF modem and the HF transceiver. Depending on the configured mode of operation, the 
transmitting STANAG 5066 system might require a positive acknowledgement from the 
receiving system. Failure to receive this acknowledgement when expected will cause the 
transmission to be repeated to ensure the encapsulated network packet is successfully 
transmitted. When the STANAG 5066 transmission is received, the reverse of the above 
procedure is followed and the packet is de-encapsulated, passed over the local ethernet 
and received by Host PC2. Traffic in the reverse direct works similarly. 

Ethernet

Host PC 1

IP Client STANAG 5066

Ethernet

Z

HF Modem

TX / RX

Ethernet

Host PC 2

IP ClientSTANAG 5066

Ethernet

Z

HF Modem

TX / RX

IP-5066 IP-5066

 
Figure 16-E-3 – IP routing via IP-5066 

In more complicated environments, an IP router would be the default gateway on the 
local ethernet LAN, this would chose whether to use IP-5066 or one of the other bearers 
that might be available, such as SATCOM or UHF LOS. See Figure 16-E-4 for a 
schematic of a LAN with a router and multiple bearers. 



UNCLASSIFIED 
Annex E to Chapter 16 to ACP 200 

 

16-E-7 
UNCLASSIFIED 
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IP-5066
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SATCOM
(SHF)

 
Figure 16-E-4 – LAN with router and multiple bearers 

There are likely to be varying reasons why a particular communications system or bearer 
is chosen to link networks. Some of the reasons are: cost, timeliness, importance of traffic 
and volume of traffic. For example, it might be appropriate to direct all small messages 
that are urgent over a direct IP-5066 HF link rather than them traversing another route 
including various hops along the way. Conversely, larger data flows may be better sent 
via a faster network connection instead of letting them congest a narrow-bandwidth HF 
link. Traffic flow mechanisms such as MPLS (multi-protocol label switching) and Intserv 
/ Diffserv exist to implement quality of service (QoS) routing across multiple (and 
sometimes parallel) bearers. The IP / QoS router is the place to make and implement 
these routing decisions. Further work and advisory documents are required to cover this 
important developing area. 
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TECHNICAL OPERATING INSTRUCTION FOR IP-5066 

16F01 AIM 

This Technical Operating Instruction (TOI) details the standard configuration and 
operating procedures to be used when forming IP network connections over a STANAG 
5066 HF communications system. 

This TOI does not cover standard STANAG 5066 or standard HF equipment (modems, 
transceivers and amplifiers etc.) configuration or their operational issues. 

16F02 INTRODUCTION 

IP-5066 provides a method of transporting IP network data over the HF bearer, it 
functions by providing an interface between a traditional wired LAN and HF equipment. 
STANAG 5066 commonly forms part of BFEM-66 (Battle Force Email) and this system 
may be redeployed for IP-5066 use with only minor modifications. 

IP-5066 can currently provide IP network links over STANAG 5066 in one of three 
modes: 

• Point-to-point ARQ; 
• Point-to-point non-ARQ; 
• Point-to-multi-point non-ARQ. 

If an ARQ (automatic repeat request) mode is used, then at the data link layer, frames of 
data that become errored during transit over the bearer will be automatically 
retransmitted. In a non-ARQ mode, no errored frames will be retransmitted at the data 
link layer. 

The first mode, point-to-point ARQ can be viewed as a WAN link using a ‘reliable’ data 
link layer. Here IP datagrams are sent to a single remote node. Only one point to point 
ARQ link may be established at any one time with the implementation of a STANAG 
5066 communications suite described in this TOI. 

The second mode is similar to the first but as ARQ is not used, errored frames of data 
will be lost. Again, IP datagrams are sent to a single remote node. 

In any of the point-to-point modes, the remote STANAG 5066 node address must be 
known in advance (currently). Development work is underway to enable the IP Client, 
and hence IP-5066, to incorporate an ARP (address resolution protocol) function. This 
will allow an IP-5066 system to be able to direct IP packets to the appropriate remote 
STANAG 5066 node automatically rather than requiring static configuration of the 
remote node’s STANAG 5066 address. Figure 16-F-1 illustrates two typical point-to-
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point IP-5066 links in context with a gateway ship providing a rear link via SATCOM to 
a NOC. 

Satellite

Gateway Ship

Leaf Node Ship

Leaf Node Ship

Network
Operations

Centre

IP-5066

IP-5066

 
Figure 16-F-1 – IP-5066 providing leaf node connectivity 

The third mode could be used for delivery of IP multicast datagrams to a group of nodes, 
however, use of this mode is not currently recommended for IP networking. 

 

16F03 REQUIREMENTS 

The deployment of IP-5066 depends on several components, namely: 

• STANAG 5066 HF communications suite; 
• IP Client for STANAG 5066; 
• HF modem; 
• HF radio equipment. 

IP-5066 typically requires two PCs, one to host the STANAG 5066 communications suite 
and the other to host the IP Client. As the IP Client communicates with STANAG 5066 
by means of a TCP socket, an ethernet connection between the two machines is all that is 
required to link them; this is likely to already be in place. 

16F04 STANAG 5066 

IP-5066 has been proved with the Rockwell Collins HF Messenger suite release 2.1 and 
with the Marconi Mobile Digital HF suite release 1.07.07. It should function correctly 
and interoperably with any compliant STANAG 5066 suite but has only been tested with 
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the two mentioned. Furthermore, for reasons of brevity, these instructions relate to the 
Rockwell Collins HF Messenger release 2.1 product only. 

The STANAG 5066 communications suite should be installed, configured and tested 
prior to configuring the IP Client. 

a. Installing 

The installation process for HF Messenger is straightforward. It is necessary to install the 
Quatec synchronous serial card prior to installing HF Messenger. Full instructions for 
installing and configuring HF Messenger are provided with the product, however for the 
purposes of IP-5066 there is no need to configure or ever execute the ‘HF delivery agent’ 
application as this is used for proxying SMTP across STANAG 5066. 

b. Configuring 

Modem settings such as communications ports, waveforms and data rates should be set 
up to match the available hardware and expected system performance requirements (i.e. 
for short range, high frequency paths using good HF radios and antennas, a high data rate 
and short interleaver setting might be appropriate). 

The STANAG 5066 node address needs to be configured upon installation of HF 
Messenger. The allocation of node addresses will be undertaken by a NATO organisation 
in the future, however, for the time being a SPAWAR document lists the current registry 
of addresses as used for BFEM-66. This document is regularly updated and a recent 
snapshot is included as Appendix 1 to this TOI. 

The only additional configuration of the HF Messenger suite is a small amendment to the 
sis.ini file. This file is located in the c:\program files\hfmessenger folder. The change to 
be made is to ensure that the S_MTU size is set to 1500 bytes. To achieve this, ensure 
that the S_MTU_size option is set as this example: 

# Maximum Transmit Unit 
# Unit : byte 
# NOT MANDATORY 
# max value: 4096 
# default value: 2048 
S_MTU_size 1500 

c. Testing with Zmodem 

Before the IP Client software is installed and configured, it is recommended that the 
STANAG 5066 suite be tested for functionality. The Zmodem application as shipped 
with HF Messenger is a simple file transfer program and can be readily used to prove that 
two STANAG 5066 nodes can communicate successfully. 

This step may be omitted if required but it can aid fault finding. 
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The configuration for Zmodem is held in a file named zmodem.ini which is contained in 
the main HF Messenger program folder. This requires a few changes before Zmodem is 
ready to use. Firstly, the local STANAG 5066 address needs to be set as in this example 
for a local node address of 1.1.1.1: 

# Name of the local stanag serveur node 
# MANDATORY 
# Must be present in the node list (below)  
LocalNodeName = 1.1.1.1 

The addresses of both the local node and any other reachable nodes need to be entered. 
Here just one remote address is needed, this address will relate to another configured 
system which will be used to confirm the operation of the local node with, i.e. a system 
that can operate on the same HF channel and that has the Zmodem application installed 
and configured in a similar manner. An example section of the configuration is presented 
here for local node address as before and remote node address of 1.1.2.1: 

# List of the stanag node name and adress 
# MANDATORY 
 
RemoteHost.HostName 1.1.1.1 
RemoteHost.GroupAddress = 0  
RemoteHost.NodeAddress = 1.1.1.1 
 
RemoteHost.HostName 1.1.2.1 
RemoteHost.GroupAddress = 0  
RemoteHost.NodeAddress = 1.1.2.1 

To test the STANAG 5066 suite, start the stacks by launching the ‘SMS User Interface’ 
application on each STANAG 5066 host PC, press the ‘start’ buttons to activate the 
stacks, start the Zmodem applications and press the ‘bind’ buttons to attach to the local 
stacks. Press the ‘transfer’ button to open the file list dialog window, the remote node 
should already be selected as the recipient if only one remote was added during 
configuration. Press the ‘adds file’ button and select a suitable file of reasonable size (i.e. 
around 5k bytes) and send it by pressing the ‘ok’ button. Radio activity should be seen 
and if successful, the local Zmodem interface will report that the file has been sent and 
the remote interface will indicate that a file has been received. 

If the test is successful, the HF radio equipment, modems, STANAG 5066 stack and the 
ability for a STANAG 5066 client application to communicate with the stack have been 
proven. 

16F05 IP CLIENT 

The IP Client is the interface between an IP network and a STANAG 5066 network and 
is known as a STANAG 5066 client application The IP Client was developed by the 
NATO C3 Agency (NC3A) in accordance with recommendations in Annex F of the 
STANAG 5066 standard and is distributed as the ‘SISMcast’ package. SISMcast is a 
Linux application provided in the form of source code files. This has been successfully 
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compiled and used under the RedHat Linux operating system versions 7.0 and 7.1 and 
kernel versions 2.2.x, 2.4.0-test9 – 2.4.9. These instructions are written for RedHat 
version 7.1 and kernel 2.4.2, however IP-5066 can work with a much wider range of 
Linux distributions with the appropriate tailoring. 

The current version of SISMcast is release 0.1.0 and is available via the internet from 
http://elayne.nc3a.nato.int. 

a. Linux pre-requisites 

The kernel 2.4.2 needs to support the TUN/TAP interface which allows network packets 
to be passed to and from user-space programs. Typically a distribution kernel does not 
include support for this specialist feature and hence kernel recompilation is likely. In 
addition to TUN/TAP support, DEVFS support is also required and again may not be 
included by default. It has to be assumed for the purposes of this document that anyone 
configuring a system for IP-5066 has sufficient experience and knowledge of Linux 
kernel compiling. The most important options from a sample kernel configuration file for 
the 2.4.2 kernel are provided in Appendix 2 for reference purposes. 

b. Compiling 

Unpack the SISMcast package in a suitable directory (for example, /usr/src) using the 
command line: 

# tar –zxvf SISmcast-0.1.0.tar.gz 

This will expand the contents of the package in to a new directory named SISmcast-0.1.0. 

Change to the newly created SISMmcast-0.1.0 directory: 
# cd SISmcast-0.1.0 

Configure the source code for the appropriate STANAG 5066 suite that will be used. The 
command line for the Rockwell Collins HF Messenger release 2.1 is: 

# ./configure –enable-rockwellfix 

for other STANAG 5066 products and versions examine the README file for the correct 
configuration statement. 

Compile the source code: 
# make 

The executable will now be created in the SISmcast-0.1.0/src directory and will be named 
hfmcast. 
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c. Installing 

The newly created executable can be installed for IP-5066 use by copying the hfmcast file 
to a suitable installation location such as /usr/local/sbin. 

d. Configuring 

There is currently no configuration associated with the IP Client, all run time settings are 
provided on the command line. Future releases of SISMcast will include support for a 
text based configuration file, thus freeing the user of lengthy command line options. The 
current command line switches for the hfmcast application are: 

-a IPv4 address for the IP-5066 interface 
-m netmask for the IP-5066 interface 
-n hostname of the local STANAG 5066 communications suite 
-p port number of the SIS interface on the local STANAG 5066 
communications suite 
-i SAP ID to be used 
-U STANAG 5066 unicast address to send unicast IP datagrams to 
-M STANAG 5066 multicast address to send multicast IP datagrams to 
-B STANAG 5066 broadcast address to send broadcast IP datagrams to 

e. Testing 

To test the IP Client two IP-5066 nodes are required. The test will be a simple IP 
connectivity test between the IP stacks of the two host Linux PCs. The IP addresses used 
here are purely for test purposes and affect only the ‘radio side’ interfaces of the Linux 
hosts for the duration of the test, these IP addresses will be 10.0.0.1 for the local machine 
and 10.0.0.2 for the remote, an ‘on-air’ netmask of 255.255.255.0 will be used for 
simplicity. Adjust the IP addresses in the tests if they are likely to conflict with existing 
LAN addressing. 

Select an unoccupied HF channel and configure the HF radio equipment and modems as 
appropriate. Configure and start the STANAG 5066 suites as described above. Run the IP 
Client on the local machine with the following command lines and note any screen 
output: 

# modprobe tun 
# rm –f /dev/net/tun 
# ln -s /dev/misc/net/tun /dev/net/tun 
# hfmcast -a 10.0.0.1 -m 255.255.255.0 -n stanag-host.local -U 
1.1.2.1 
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Similarly, run the remote IP Client using these command lines: 
# modprobe tun 
# rm –f /dev/net/tun 
# ln -s /dev/misc/net/tun /dev/net/tun 
# hfmcast -a 10.0.0.2 -m 255.255.255.0 -n stanag-host.remote -U 
1.1.1.1 

The typical screen output with no IP traffic being directed over the link yet will be similar 
to this: 

SISmcast (c)2000 by NATO C3 Agency, CSD Radio Branch 
executing: /sbin/ifconfig tap0 10.0.0.1 netmask 255.255.255.0 -
arp 
Using tap device: /dev/tap0, IPv4 address: 10.0.0.1 MAC address: 
0:ff:f:82:a:36 
S5066 unicast addr: 1.1.2.1 
S5066 multicast addr: 0.0.0.0 
S5066 broadcast addr: 0.0.0.0 
client: Connected to: stanag-host.local:55555 
S5066 SIS MTU: 1500 
executing: /sbin/ifconfig tap0 mtu 1500 

At this stage, the Linux hosts know their own ‘radio side’ IP addresses (in addition to 
their ethernet etc. addresses that existed before) and they think that all other IP addresses 
within the 10.0.0.x subnet are reachable via the new ‘radio side’ interface. The IP Clients 
know that any IP traffic that comes in to them from the local Linux host has to be sent 
over a STANAG 5066 link to the remote IP Client. They also know that any IP traffic 
that comes in from the STANAG 5066 stack needs to be sent to the Linux host for 
onward routing. 

The test is to use the ‘ping’ diagnostic tool to test the IP route to the remote Linux host, 
this is achieved with the following command: 

# ping -i 20 -c 5 10.0.0.2 

The options to the ping program tell it to send only 5 packets and to wait for up to 20 
seconds for a response. The reasons for these options are to prevent saturation of what is 
likely to be a narrow data-bandwidth link. 

The results from the ping command should indicate that all 5 packets have been sent to 
the remote host and successfully returned. It is likely that the round trip times will be of 
the order of 5 – 15 seconds depending on the data rate, interleaver and channel 
conditions. 
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The hfmcast applications may be stopped by pressing Control-C on the keyboard, and the 
TUN/TAP driver may be removed from the kernel using the following command line: 

# rmmod tun 

16F06 NETWORK AND ROUTING CONFIGURATION 

IP routing over IP-5066 may be configured in a variety of manners, dependant on the 
requirements of the entire communications system. Principally, routing may be 
configured to be either static or dynamic, with the dynamic approach typically requiring 
fewer changes in configuration but consuming more link bandwidth in operation. 

a. Static IP routing using Linux host 

The Linux host PC on which the IP Client software operates can function as an IP router 
in its own right. To gain this functionality, the operating system’s routing tables need to 
be set up to direct IP traffic to next router in line via the appropriate interface. It may be 
necessary to configure the operating system to allow network packets to be routed 
between network interfaces. This is typically achieved using the ‘linuxconf’ utility and 
opening up the hierarchical tree Networking->Client Tasks->Routing & Gateways->Set 
Defaults and selecting Enable Routing. 

Example command lines for two different static routing scenarios are presented and 
commented on below, the first provides an isolated LAN with a default route, the second 
provides a well connected LAN with a route to a remote isolated LAN. 

For the isolated LAN: 

This insets to the kernel TUN/TAP driver. 
# modprobe tun 

These following two lines work around a kernel 2.4.2 oddity and will not be needed if 
later kernels are used. 

# rm –f /dev/net/tun 
# ln -s /dev/misc/net/tun /dev/net/tun 

This starts the hfmcast application using non-ARQ mode whilst setting the IP address of 
the IP-5066 (tap0 device) interface to 10.0.0.1 with a netmask of 24 bits, the STANAG 
5066 communications suite to connect to has the hostname of ‘stanag-host.local’ and the 
remote STANAG 5066 node address is 1.1.2.1. 

# hfmcast -b -a 10.0.0.1 -m 255.255.255.0 -n stanag-host.local -U 
1.1.2.1 

Another virtual terminal (or console) is now required to enter the routing command. This 
following command will set up a default IP route via the remote IP-5066 host system 
(which has an IP-5066 IP address of 10.0.0.2. 

# route add default gw 10.0.0.2 
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For the well connected LAN: 
# modprobe tun 
# rm –f /dev/net/tun 
# ln -s /dev/misc/net/tun /dev/net/tun 
# hfmcast -b -a 10.0.0.2 -m 255.255.255.0 -n stanag-host.remote -
U 1.1.1.1 

This command sets a route to the 192.168.1.0 network with a netmask of 24 bits via a 
remote IP-5066 host with IP address 10.0.0.1. 

# route add –net 192.168.1.0 netmask 255.255.255.0 gw 10.0.0.1 

b. Dynamic routing using external router 

If an external router (Cisco etc.) is to be used, basic Linux host to Linux host routing 
needs to be established first. The external router can then communicate with a remote 
router by using the local Linux host as its default gateway. This approach will allow 
multicast traffic to be routed from external router to external router using whatever 
method is supported by the two routers – in this case the STANAG 5066 network is not 
being used to multicast IP traffic, but is being used to route it. The command lines 
necessary are similar to those in the previous examples but do not require any extra IP 
routing to be set up (i.e. the ‘route add’ commands). 
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Current registry of deployed STANAG 5066 node addresses 

Nation Ship Name Hull 
Number 

NEW 
Schema 

5066 
Address 

5066 SMTP Address ALE 
Address 

USERID  

       
Australia HMAS Anzac FFH 150 12.1.3.150 anzacbfem.jcse.defence.gov.au ffh150 ops@ 
 
 

      

Canada HMCS Calgary FFH 335 2.5.3.35 hmcscalgary.cnet.mil. ca ffh335  
Canada HMCS Charlottetown FFH 339 2.5.3.39 hmcscharlottetown.cnet.mil.ca ffh339 radio@ 
Canada HMCS Winnipeg FFH 338 2.5.3.38 hmcswinnipeg.cnet.mil.ca ffh338 ccr@ 
Canada MARPACHQ 

FMF Cape Breton 
Comm Shop 151 

FMF  
Shop 151 

2.5.100.151 shop151.cnet.mil.ca shop151 shop151user@ 

 
 

      

France FS Primauguet D644 6.14.3.44 primauguet.navy.mil.fr d644  
France FS Tourville D640 6.14.3.40 tourville.navy.mil.fr d640  
 
 

      

Germany COMMCENTRE 11 
  De-Installed – Feb 01 

MHQ 6.16.100.11 ge-mhq.navy.mil.ge gemhq commsroom@ 
opsroom@ 

Germany FGS Bayern F217 6.16.3.217 bayern.navy.mil.ge f217 commsroom@ 
opsroom@ 
staff@ 

Germany FGS Bremen 
  De-Installed – Feb 01 

F207 6.16.4.207 bremen.navy.mil.ge f207 commsroom@ 
opsroom@ 

Germany FGS KOLN F211 6.16.4.211 koeln.navy.mil.ge a1443 commsroom@ 
opsroom@ 

Germany FGS Luetjens 
  De-Installed – Feb 01 

D185 6.16.2.185 luetjens.navy.mil.ge f185 commsroom@ 
opsroom@ 

Germany FGS Moelders D186 6.16.2.186 moelders.navy.mil.ge f186 commsroom@ 
opsroom@ 
staff@ 

Germany FGS Niedersachsen F208 6.16.4.208 niedersachsen.navy.mil.ge f207 commsroom@ 
opsroom@ 

Germany FGS Rhoen 
  De-Installed – Feb 01 

A1443 6.16.17.43 rhoen.navy.mil.ge a1443 commsroom@ 
opsroom@ 

Germany FGS Schleswig-Holstein 
  De-Installed – Feb 01 

F216 6.16.3.216 schleswigholstein.navy.mil.ge f216 commsroom@ 
opsroom@ 

Germany MFG2DET MFG2DET 6.16.100.2 mfg2det.navy.mil.ge mfg2 commsroom@ 
opsroom@ 

 
 

      

Italy 
(Future) 

ITS Audace D551 6.23.3.51 audace.navy.it d551  

Italy ITS Durand de la Penne D560 6.23.3.60 delapenne.navy.it d560  
Italy 
(Future) 

MARITELE ROMA 
(COMMUNICATION 
CENTRE) 

 6.23.100._?_      

 
 

     

Japan 
   USN 
Loan 
   PC    

JDS Samidare 
 
De-Installed– Dec 00 

DD106 8.8.1.106 nsrf.navy.smil.mil 
           

dd106 samidare_radio@ 
samidare_cic@ 

Japan 
USN 
Loan PC 

JDS Hiei 
 
De-Installed-Dec 00 

DDH142 8.8.1.142 nsrf2.navy.smil.mil 
 

dd142 hiei_radio@ 
hiei_cic@ 
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Nation Ship Name Hull 

Number 
NEW 

Schema 
5066 

Address 

5066 SMTP Address ALE 
Address 

USERID  

United 
Kingdom 

HMS Cardiff D108 6.50.042.108 cardiff.navy.mil.uk d108 user1@ 

United 
Kingdom 

HMS Cornwall F99 6.50.022.099 cornwall.navy.mil.uk f99 user1@ 

United 
Kingdom 

HMS Cumberland F85 6.50.022.085 cumberland.navy.mil.uk 
 

f85 user1@ 

United 
Kingdom 

HMS Fearless L10 6.50.010.010 fearless.navy.mil.uk l10 user1@ 

United 
Kingdom 

HMS Illustrious R06 6.50.006.006 illustrious.navy.mil.uk r06 user1@ 

United 
Kingdom 

HMS Kent F78 6.50.023.078 kent.navy.mil.uk f78 user1@ 

United 
Kingdom 

HMS Lancaster F229 6.50.023.229 lancaster.navy.mil.uk f229 user1@ 

United 
Kingdom 

HMS Marlborough F233 6.50.023.233 marlborough.navy.mil.uk f233 user1@ 

United 
Kingdom 

HMS Northumberland F238 6.50.023.238 northumberland.navy.mil.uk f238 user1@ 

United 
Kingdom 

HMS Nottingham D91 6.50.042.091 nottingham.navy.mil.uk d91 user1@ 

United 
Kingdom 

HMS Roebuck H130 6.50.130.130 roebuck.navy.mil.uk h130 user1@ 

United 
Kingdom 

HMS Southampton D90 6.50.042.090 southampton.navy.mil.uk d90 user1@ 

United 
Kingdom 

HMS York D98 6.50.042.098 york.navy.mil.uk d98 user1@ 

United 
Kingdom 

RFA Bayleaf A109 6.50.080.109 bayleaf.navy.mil.uk 
 

a109 user1@ 

United 
Kingdom 

RFA Orangeleaf A110 6.50.080.110 orangeleaf.navy.mil.uk 
 

a110 user1@ 

 

United States Navy Section 
Nation Ship Name Hull 

Number 
NEW 

Schema 
5066 

Address 

5066 SMTP Address ALE 
Address 

USERID  

       
United 
States 

COMUSNAVCENT/ 
         (C5F) 

CUSNC 1.1.100.5 cusnc.navy.smil.mil cusnc bfem@ 

United 
States 

COMUSNAVCENT/ 
C5F Transportable 

Laptop 1 1.1.100.51 laptop.navy.smil.net lap1 radio@ 

United 
States 

USS Blue Ridge 
      (C7F) 

LCC 19 1.1.4.19 blue-ridge.navy.smil.mil lcc19 radio@ 
cic@ 
supply@ 

United 
States 

USS La Salle 
      (C6F) 

AGF 3 1.1.5.3 lasalle.navy.smil.mil 
 

agf3 radio@ 
cic@ 
supply@ 

United 
States 

USS Mount Whitney 
      (C2F) 

LCC 20 1.1.4.20 mtwhitney.navy.smil.mil 
 

lcc20 radio@ 
cic@ 
supply@ 

       
United 
States 

USS Abraham Lincoln CVN 72 1.1.1.72 lincoln.navy.smil.mil cvn72 radio@ 
tfcc@ 
supply@ 
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Nation Ship Name Hull 

Number 
NEW 

Schema 
5066 

Address 

5066 SMTP Address ALE 
Address 

USERID  

United 
States 

USS Antietam CG 54 1.1.6.54 antietam.navy.smil.mil cg54 radio@ 
cic@ 
supply@ 

United 
States 
(Future) 

USS Anzio CG 68 1.1.6.68 anzio.navy.smil.mil cg68  

United 
States 

USS Arctic AOE 8 1.1.19.8 arctic.navy.smil.mil aoe8 radio@ 
cic@ 
supply@ 

United 
States 

USS Ardent MCM 12 1.1.13.12 ardent.navy.smil.mil mcm12 radio@ 

United 
States 

USS Arleigh Burke DDG 51 1.1.7.51 burke.navy.smil.mil ddg51 radio@ 
cic@ 
supply@ 

United 
States 

USS Arthur W. Radford DD 968 1.1.9.68 radford.navy.smil.mil dd968 radio@ 
cic@ 
supply@ 

United 
States 
(Future) 

USS Ashland LSD 48 1.1.11.48 ashland.navy.smil.mil lsd48  

United 
States 

USS Austin LPD 4 1.1.10.4 austin.navy.smil.mil lpd4 radio@ 
cic@ 
supply@ 

United 
States 
(Future) 

USS Avenger MCM 1 1.1.13.1 avenger.navy.smil.mil mcm1  

United 
States 

USS Barry DDG 52 1.1.7.52 barry.navy.smil.mil ddg52 radio@ 
cic@ 
supply@ 

United 
States 

USS Bataan LHD 5 1.1.3.5 bataan.navy.smil.mil lhd5 radio@ 
cic@ 
supply@ 

United 
States 
 

USS Belleau Wood LHA 3 1.1.2.3 belleau-wood.navy.smil.mil lha3 radio@ 
cic@ 
supply@ 

United 
States 

USS Benfold DDG 65 1.1.7.65 benfold.navy.smil.mil ddg65 radio@ 
cic@ 
supply@ 

United 
States 

USS Blue Ridge LCC 19 1.1.4.19 blue-ridge.navy.smil.mil lcc19 radio@ 
cic@ 
supply@ 

United 
States 
 

USS Bonhomme Richard LHD 6 1.1.3.6 bonhomme-richard.navy.smil.mil lhd6 radio@ 
cic@ 
supply@ 

United 
States 

USS Boxer LHD 4 1.1.3.4 boxer.navy.smil.mil lhd4 radio@ 
cic@ 
supply@ 

United 
States 

USS Bridge AOE 10 1.1.19.10 bridge.navy.smil.mil aoe10 radio@ 
cic@ 
supply@ 

United 
States 
(Future) 

USS Brisco DD 977 1.1.9.77 brisco.navy.smil.mil dd977  

United 
States 
(Future) 

USS Buckeley DDG 84 1.1.7.84 buckeley.navy.smil.mil ddg84  

United 
States 
(Future) 

USS Bunker Hill CG 52 1.1.6.52 bunker-hill.navy.smil.mil cg52  
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Nation Ship Name Hull 

Number 
NEW 

Schema 
5066 

Address 

5066 SMTP Address ALE 
Address 

USERID  

United 
States 

USS Camden AOE 2 1.1.19.1 camden.navy.smil.mil aoe2 radio@ 
cic@ 
supply@ 

United 
States 
(Future) 

USS Cape St. George CG 71 1.1.6.71 cape-st-george.navy.smil.mil cg71  

United 
States 

USS Cardinal MHC 60 1.1.14.60 cardinal.navy.smil.mil mhc60 radio@ 

United 
States 

USS Carl Vinson CVN 70 1.1.1.70 vindon.navy.smil.mil cvn70 radio@ 
tfcc@ 
supply@ 

United 
States 
 

USS Carney DDG 64 1.1.7.64 carney.navy.smil.mil ddg64 radio@ 
cic@ 
supply@ 

United 
States 

USS Carr FFG 52 1.1.8.52 carr.navy.smil.mil ffg52 radio@ 
cic@ 
supply@ 

United 
States 

USS Carter Hall LSD 50 1.1.11.50 carter-hall.navy.smil.mil lsd50 radio@ 
cic@ 
supply@ 

United 
States 
(Future) 

USS Champion MCM 4 1.1.13.4 champion.navy.smil.mil mcm4  

United 
States 

USS Chancellorsville CG 62 1.1.6.62 chancellorsville.navy.smil .mil cg62 radio@ 
cic@ 
supply@ 

United 
States 
(Future) 

USS Chief MCM 14 1.1.13.14 chief.navy.smil.mil mcm14  

United 
States 

USS Chosin CG 65 1.1.6.65 chosin.navy.smil.mil cg65 radio@ 
cic@ 
supply@ 

United 
States 

USS Cleveland LPD 7 1.1.10.7 cleveland.navy.smil.mil lpd7 radio@ 
cic@ 
supply@ 

United 
States 
(Future) 

USS Cole DDG 67 1.1.7.67 cole.navy.smil.mil ddg67  

United 
States 

USS Comstock LSD 45 1.1.11.45 comstock.navy.smil.mil lsd45 radio@ 
cic@ 
supply@ 

United 
States 

USS Constellation CV 64 1.1.1.64 constellation.navy.smil.mil cv64 radio@ 
tfcc@ 
supply@ 

United 
States 

USS Coronado 
      (C3F) 

AGF 11 1.1.5.11 coronado.navy.smil.mil 
 

agf11 radio@ 
cic@ 
supply@ 

United 
States 

USS Cowpens CG 63 1.1.6.63 cowpens.navy.smil.mil cg63 radio@ 
cic@ 
supply@ 

United 
States 

USS Crommelin FFG 37 1.1.8.37 crommelin.avy.smil.mil ffg37 radio@ 
cic@ 
supply@ 

United 
States 

USS Curtis Wilbur DDG 54 1.1.7.54 wilbur.navy.smil.mil ddg54 radio@ 
cic@ 
supply@ 

United 
States 
(Future) 

USS Curts FFG 38 1.1.8.38 curts.navy.smil.mil ffg38  
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Nation Ship Name Hull 

Number 
NEW 

Schema 
5066 

Address 

5066 SMTP Address ALE 
Address 

USERID  

United 
States 

USS Cushing DD 985 1.1.9.85 cushing.navy.smil.mil dd985 radio@ 
cic@ 
supply@ 

United 
States 
(Future) 

USS David R Ray DD 971 1.1.9.71 radford.navy.smil.mil dd971  

United 
States 
(Future) 

USS De Wert FFG 45 1.1.8.45 dewert.navy.smil.mil ffg45  

United 
States 
 

USS Decatur DDG 73 1.1.7.73 decatur.navy.smil.mil ddg73 radio@ 
cic@ 
supply@ 

United 
States 
 

USS Denver  LPD 9 1.1.10.9 denver.navy.smil.mil lpd9 radio@ 
cic@ 
supply@ 

United 
States 

USS Detroit AOE 4 1.1.19.4 detroit.navy.smil.mil aoe4  radio@ 
cic@ 
supply@ 

United 
States 
(Future) 

USS Devastator MCM 6 1.1.13.6 devastator.navy.smil.mil mcm6  

United 
States 
 
 

USS Dextrous MCM 13 1.1.13.13 dextrous.navy.smil.mil mcm13 radio@ 

United 
States 

USS Deyo DD 989 1.1.9.89 deyo.navy.smil.mil dd989 radio@ 
cic@ 
supply@ 

United 
States 
(Future) 

USS Donald Cook DDG 75 1.1.7.75 cook.navy.smil.mil ddg75  

United 
States 
(Future) 

USS Doyle FFG 39 1.1.8.39 doyle.navy.smil.mil ffg39  

United 
States 

USS Dubuque LPD 8 1.1.10.8 dubuque.navy.smil.mil lpd8 radio@ 
cic@ 
supply@ 

United 
States 
(Future) 

USS Duluth LPD 6 1.1.10.6 duluth.navy.smil.mil lpd6  

United 
States 

USS Elliot DD 967 1.1.9.67 elliot.navy.smil.mil dd967 radio@ 
cic@ 
supply@ 

United 
States 

USS Elrod FFG 55 1.1.8.55 elrod.navy.smil.mil 
 

ffg55 radio@ 
cic@ 
supply@ 

United 
States 

USS Enterprise CVN 65 1.1.1.65 enterprise.navy.smil.mil cvn65 radio@ 
tfcc@ 
supply@ 

United 
States 

USS Essex LHD 2 1.1.3.2 essex.navy.smil.mil lhd2 radio@ 
cic@ 
supply@ 

United 
States 
(Future) 

USS Falcon MHC 59 1.1.14.59 falcon.navy.smil.mil mhc59  

United 
States 
(Future) 

USS Fife DD 991 1.1.9.91 fife.navy.smil.mil dd991  



UNCLASSIFIED 
Appendix 1 to Annex F toChapter 16 to ACP 200 

16-1F-6 
UNCLASSIFIED 

 
Nation Ship Name Hull 

Number 
NEW 

Schema 
5066 

Address 

5066 SMTP Address ALE 
Address 

USERID  

United 
States 
(Future) 

USS Fitzgerald DDG 62 1.1.7.62 fitzgerald.navy.smil.mil ddg62  

United 
States 

USS Fletcher DD 992 1.1.9.92 fletcher.navy.smil.mil dd992 radio@ 
cic@ 
supply@ 

United 
States 
 

USS Ford FFG 54 1.1.8.54 ford.navy.smil.mil 
 

ffg54 radio@ 
cic@ 
supply@ 

United 
States 
(Future) 

USS Frederick LST 1184 1.1.22.84 frederick.navy.smil.mil lst1184  

United 
States 

USS Ft. McHenry LSD 43 1.1.11.43 fort-mchenry.navy.smil. mil lsd43 radio@ 
cic@ 
supply@ 

United 
States 

USS Gary FFG 51 1.1.8.51 gary.navy.smil.mil ffg51 radio@ 
cic@ 
supply@ 

United 
States 

USS George Washington CVN 73 1.1.1.73 washington.navy.smil.mil cvn73 radio@ 
tfcc@ 
supply@ 

United 
States 

USS Germantown LSD 42 1.1.11.42 germantown.navy.smil.mil lsd42 radio@ 
cic@ 
supply@ 

United 
States 

USS Gettysburg CG 64 1.1.6.64 gettyburg.navy.smil.mil cg64 radio@ 
cic@ 
supply@ 

United 
States 
 

USS Gonzalez DDG 66 1.1.7.66 gonzalez.navy.smil.mil ddg66 radio@ 
cic@ 
supply@ 

United 
States 

USS Guardian MCM 5 1.1.13.5 guardinan.navy.smil.mil mcm5 radio@ 
 

United 
States 
(Future) 

USS Gunston Hall LSD 44 1.1.11.44 gunston-hall.navy.smil.mil lsd44  

United 
States 

USS Harpers Ferry LSD 49 1.1.11.49 harpers-ferry.navy.smil. mil lsd49 radio@ 
cic@ 
supply@ 

United 
States 

USS Harry S. Truman CVN 75 1.1.1.75 truman.navy.smil.mil cvn75 radio@ 
tfcc@ 
supply@ 

United 
States 
(Future) 

USS Hawes FFG 53 1.1.8.53 hawes.navy.smil.mil ffg53  

United 
States 
(Future) 

USS Haylburton 
 
 

FFG 40 1.1.8.40 haylburton.navy.smil.mil ffg40  

United 
States 

USS Hayler DD 997 1.1.9.97 hayler.navy.smil.mil dd997 radio@ 
cic@ 
supply@ 

United 
States 
(Future) 

USS Heron MHC 52 1.1.14.52 heron.navy.smil.mil mhc52  

United 
States 

USS Higgins DDG 76 1.1.7.76 russell.navy.smil.mil ddg76 radio@ 
cic@ 
supply@ 

United 
States 
(Future) 

USS Higgins DDG 76 1.1.7.76 higgins.navy.smil.mil ddg76  
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United 
States 

USS Hopper DDG 70 1.1.7.70 hopper.navy.smil.mil ddg70 radio@ 
cic@ 
supply@ 

United 
States 
(Future) 

USS Howard DDG 83 1.1.7.83 howard.navy.smil.mil ddg83  

United 
States 

USS Hue City CG 66 1.1.6.66 hue-city.navy.smil.mil cg66 radio@ 
cic@ 
supply@ 

United 
States 
(Future) 

USS Inchon MCS 12 1.1.12.12 inchon.navy.smil.mil mcs12  

United 
States 

USS Ingraham FFG 61 1.1.8.61 ingraham.navy.smil.mil ffg61 radio@ 
cic@ 
supply@ 

United 
States 
(Future) 

USS Iwo Jima LHD 7 1.1.3.7 iwo-jima.navy.smil.mil lhd7  

United 
States 

USS Jarrett FFG 33 1.1.8.33 jarrett.navy.smil.mil ffg33 radio@ 
cic@ 
supply@ 

United 
States 

USS John C. Stennis CVN 74 1.1.1.74 stennis.navy.smil.mil cvn74 radio@ 
tfcc@ 
supply@ 

United 
States 

USS John F. Kennedy CV 67 1.1.1.67 kennedy.navy.smil.mil cv67 radio@ 
tfcc@ 
supply@ 

United 
States 

USS John Paul Jones DDG 53 1.1.7.53 jones.navy.smil.mil ddg53 radio@ 
cic@ 
supply@ 

United 
States 

USS John S. McCain DDG 56 1.1.7.56 mccain.navy.smil.mil ddg56 radio@ 
cic@ 
supply@ 

United 
States 
 

USS John Young DD 973 1.1.9.73 young.navy.smil.mil dd973 radio@ 
cic@ 
supply@ 

United 
States 

USS Juneau LPD 10 1.1.10.10 juneau.navy.smil.mil lpd10 radio@ 
cic@ 
supply@ 

United 
States 

USNS Kanawha TAO 196 1.7.13.196 kanawha.navy.smil.mil tao196 radio@ 
cic@ 
supply@ 

United 
States 

USS Kauffman FFG 59 1.1.8.59 kauffman.navy.smil.mil 
 

ffg59 radio@ 
cic@ 
supply@ 

United 
States 

USS Kearsarge LHD 3 1.1.3.3 kearsarge.navy.smil.mil lhd3 radio@ 
cic@ 
supply@ 

United 
States 

USS Kinkaid DD 965 1.1.9.65 kinkaid.navy.smil.mil dd965 radio@ 
cic@ 
supply@ 

United 
States 
 

USS Kitty Hawk CV 63 1.1.1.63 kitty-hawk.navy.smil.mil cv63 radio@ 
tfcc@ 
aswmod@ 

United 
States 

USS La Salle 
      (C6F) 

AGF 3 1.1.5.3 lasalle.navy.smil.mil 
 

agf3 radio@ 
cic@ 
supply@ 

United 
States 

USS Laboon DDG 58 1.1.7.58 laboon.navy.smil.mil ddg58 radio@ 
cic@ 
supply@ 
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United 
States 

USS Lake Champlain CG 57 1.1.6.57 lake-champlain.navy.smil.mil cg57 radio@ 
cic@ 
supply@ 

United 
States 
(Future) 

USS Lake Erie CG 70 1.1.6.70 lake-erie.navy.smil.mil cg70 
 

 

United 
States 
(Future) 

USS Lassen DDG 82 1.1.7.82 lassen.navy.smil.mil ddg82  

United 
States 
 

USS Leyte Gulf CG 55 1.1.6.55 leyte-gulf.navy.smil.mil cg55 radio@ 
cic@ 
supply@ 

United 
States 

USS Mahan DDG 72 1.1.7.72 mahan.navy.smil.mil ddg72 radio@ 
cic@ 
supply@ 

United 
States 
(Future) 

USS McCampbell DDG 85 1.1.7.85 mccampbell.navy.smil.mil ddg85  

United 
States 
 

USS McFaul DDG 74 1.1.7.74 mcfaul.navy.smil.mil ddg74 radio@ 
cic@ 
supply@ 

United 
States 
(Future) 

USS McInerney FFG 8 1.1.8.8 mcinerney.navy.smil.mil ffg8  

United 
States 

USS Milius DDG 69 1.1.7.69 milius.navy.smil.mil ddg69 radio@ 
cic@ 
supply@ 

United 
States 

USS Mitscher DDG 57 1.1.7.57 mitscher.navy.smil.mil ddg57 radio@ 
cic@ 
supply@ 

United 
States 
(Future) 

USS Mobile Bay CG 53 1.1.6.53 mobile-bay.navy.smil.mil cg53  

United 
States 

USS Monterey CG 61 1.1.6.61 monterey.navy.smil.mil cg61 radio@ 
cic@ 
supply@ 

United 
States 

USS Mount Vernon LSD 39 1.1.11.39 mount-vernon.navy.smil.mil lsd39 radio@ 
cic@ 
supply@ 

United 
States 

USS Mount Whitney 
      (C2F) 

LCC 20 1.1.4.20 mtwhitney.navy.smil.mil 
 

lcc20 radio@ 
cic@ 
supply@ 

United 
States 
 

USNS Mt. Baker TAE 34 1.7.1.34 mount-baker.navy.smil. mil tae34 radio@ 
cic@ 
supply@ 

United 
States 

USS Nashville LPD 13 1.1.10.13 nashville.navy.smil.mil lpd13 radio@ 
cic@ 
supply@ 

United 
States 

USS Nassau LHA 4 1.1.2.4 nassau.navy.smil.mil lha4 radio@ 
cic@ 
supply@ 

United 
States 
 

USS Nicholas FFG 47 1.1.8.47 nicholas.navy.smil.mil ffg47 radio@ 
cic@ 
supply@ 

United 
States 

USS Nicholson DD 982 1.1.9.82 nicholson.navy.smil.mil dd982 radio@ 
cic@ 
supply@ 

United 
States 
 

USS Normandy CG 60 1.1.6.60 normandy.navy.smil.mil cg60 radio@ 
cic@ 
supply@ 
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United 
States 
 

USS O’Bannon DD 987 1.1.9.87 obannon.navy.smil.mil dd987 radio@ 
cic@ 
supply@ 

United 
States 

USS O’Brien DD 975 1.1.9.75 obrien.navy.smil.mil dd975 radio@ 
cic@ 
supply@ 

United 
States 

USS O’Brien DD 975 1.1.9.75 obrien.navy.smil.mil dd975 radio@ 
cic@ 
supply@ 

United 
States 

USS Oak Hill LSD 51 1.1.11.51 oak-hill.navy.smil.mil lsd51 radio@ 
cic@ 
supply@ 

United 
States 

USS Ogden LPD 5 1.1.10.5 ogden.navy.smil.mil lpd5 radio@ 
cic@ 
supply@ 

United 
States 

USS Okane DDG 77 1.1.7.77 okane.navy.smil.mil ddg77 radio@ 
cic@ 
supply@ 

United 
States 
(Future) 

USS Oldendorf DD 972 1.1.9.72 oldendorf.navy.smil.mil dd972  

United 
States 
(Future) 

USS Oscar Austin DDG 79 1.1.7.79 oscar-austin.navy.smil.mil ddg79  

United 
States 
(Future) 

USS Osprey MHC 51 1.1.14.51 osprey.navy.smil.mil mhc51  

United 
States 

USS Patriot MCM 7 1.1.13.7 patriot.navy.smil.mil mcm7 radio@ 

United 
States 

USS Paul F. Foster DD 964 1.1.9.64 foster.navy.smil.mil dd964 radio@ 
cic@ 
supply@ 

United 
States 

USS Paul Hamilton DDG 60 1.1.7.60 hamilton.navy.smil.mil ddg60 radio@ 
cic@ 
supply@ 

United 
States 

USS Pearl Harbor LSD 52 1.1.11.52 pearl-harbor.navy.smil.mil lsd52 radio@ 
cic@ 
supply@ 

United 
States 

USS Peleliu LHA 5 1.1.2.5 peleliu.navy.smil.mil lha5 radio@ 
cic@ 
supply@ 

United 
States 
(Future) 

USS Pelican MHC 53 1.1.14.53 pelican.navy.smil.mil mhc53  

United 
States 

USS Peterson DD 969 1.1.9.69 peterson.navy.smil.mil dd969 radio@ 
cic@ 
supply@ 

United 
States 
 
 
 

USS Philippine Sea CG 58 1.1.6.58 philippine-sea.navy.smil.mil cg58 radio@ 
cic@ 
supply@ 

United 
States 
(Future) 

USS Pioneer MCM 9 1.1.13.9 pioneer.navy.smil.mil mcm9  

United 
States 

USS Ponce LPD 15 1.1.10.15 ponce.navy.smil.mil lpd15 radio@ 
cic@ 
supply@ 
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United 
States 

USS Port Royal CG 73 1.1.6.73 port-royal.navy.smil.mil cg73 radio@ 
cic@ 
supply@ 

United 
States 

USS Porter DDG 78 1.1.7.78 porter.navy.smil.mil ddg78 radio@ 
cic@ 
supply@ 

United 
States 

USS Princeton CG 59 1.1.6.59 princeton.navy.smil.mil cg59 radio@ 
cic@ 
supply@ 

United 
States 

USS Rainier AOE 7 1.1.19.7 rainier.navy.smil.mil aoe7 radio@ 
cic@ 
supply@ 

United 
States 
 

USS Ramage DDG 61 1.1.7.61 ramage.navy.smil.mil ddg61 radio@ 
cic@ 
supply@ 

United 
States 

USS Raven MHC 61 1.1.14.61 raven.navy.smil.mil mhc61 radio@ 

United 
States 
(Future) 

USS Rentz FFG 46 1.1.8.46 rentz.navy.smil.mil ffg46  

United 
States 

USS Robert G. Bradley FFG 49 1.1.8.49 bradley.navy.smil.mil ffg49 radio@ 
cic@ 
supply@ 

United 
States 
(Future) 

USS Rodney M Davis FFG 60 1.1.8.60 davis.navy.smil.mil ffg60  

United 
States 

USS Roosevelt DDG 80 1.1.7.80 ddg-roosevelt.navy.smil.mil ddg80 radio@ 
cic@ 
supply@ 

United 
States 

USS Ross DDG 71 1.1.7.71 ross.navy.smil.mil ddg71 radio@ 
cic@ 
supply@ 

United 
States 

USS Rueben James FFG 57 1.1.8.57 james.navy.smil.mil 
 

ffg57 radio@ 
cic@ 
supply@ 

United 
States 
(Future) 

USS Rushmore LSD 47 1.1.11.47 rushmore.navy.smil.mil lsd47  

United 
States 

USS Russell DDG 59 1.1.7.59 russell.navy.smil.mil ddg59 radio@ 
cic@ 
supply@ 

United 
States 

USS Sacramento AOE 1 1.1.19.1 sacramento.navy.smil.mil aoe1 radio@ 
cic@ 
supply@ 

United 
States 
(Future) 

USS Saipan LHA 2 1.1.2.2 saipan.navy.smil.mil lha2  

United 
States 

USS San Jacinto DDG 56 1.1.7.51 san-jacinto.navy.smil.mil ddg56 radio@ 
cic@ 
supply@ 

United 
States 
(Future) 

USS Scout MCM 8 1.1.13.8 scout.navy.smil.mil mcm8  

United 
States 

USS Seattle AOE 3 1.1.19.3 seattle.navy.smil.mil aoe3 radio@ 
cic@ 
supply@ 

United 
States 
 
 

USCGC Sherman WHEC 720 1.6.7.20 sherman.navy.smil.mil whec720 radio@ 
cic@ 
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United 
States 

USS Shiloh CG 67 1.1.6.67 shiloh.navy.smil.mil cg67 radio@ 
cic@ 
supply@ 

United 
States 
(Future) 

USS Shoup DDG 86 1.1.7.86 shoup.navy.smil.mil ddg86  

United 
States 

USS Shreveport LPD 12 1.1.10.12 shreveport.navy.smil.mil lpd12 radio@ 
cic@ 
supply@ 

United 
States 

USS Spruance DD 963 1.1.9.63 spruance.navy.smil.mil dd963 radio@ 
cic@ 
supply@ 

United 
States 

USS Stethem DDG 63 1.1.7.63 stethem.navy.smil.mil ddg63 radio@ 
cic@ 
supply@ 

United 
States 
 

USS Stout DDG 55 1.1.7.55 stout.navy.smil.mil ddg55 radio@ 
cic@ 
supply@ 

United 
States 

USS Stump DD 978 1.1.9.78 stump.navy.smil.mil dd978 radio@ 
cic@ 
supply@ 

United 
States 

USS Supply AOE 6 1.1.19.6 supply.navy.smil.mil aoe6 radio@ 
cic@ 
supply@ 

United 
States 
(Future) 

USS Tarawa LHA 1 1.1.2.1 tarawa.navy.smil.mil lha1  

United 
States 

USS Taylor FFG 50 1.1.8.50 taylor.navy.smil.mil 
 

ffg50 radio@ 
cic@ 
supply@ 

United 
States 

USS Thach FFG 43 1.1.8.43 thach.navy.smil.mil ffg43 radio@ 
cic@ 
supply@ 

United 
States 

USS The Sullivans DDG 68 1.1.7.68 sullivans.navy.smil.mil ddg68 radio@ 
cic@ 
supply@ 

United 
States 
 

USS Theodore Roosevelt CVN 71 1.1.1.71 roosevelt.navy.smil.mil cvn71 radio@ 
tfcc@ 
supply@ 

United 
States 
(Future) 

USS Thomas S Gates CG 51 1.1.6.51 gates.navy.smil.mil cg51  

United 
States 
 

USS Thorn DD 988 1.1.9.88 thorn.navy.smil.mil dd988 radio@ 
cic@ 
supply@ 

United 
States 
(Future) 

USS Ticonderoga CG 47 1.1.6.47 ticonderoga.navy.smil.mil cg47  

United 
States 

USS Tortuga LSD 46 1.1.11.46 tortuga.navy.smil.mil lsd46 radio@ 
cic@ 
supply@ 

United 
States 

USS Trenton LPD 14 1.1.10.14 trenton.navy.smil.mil lpd14 radio@ 
cic@ 
supply@ 

United 
States 

USS Underwood FFG 36 1.1.8.36 underwood.navy.smil.mil ffg36 radio@ 
cic@ 
supply@ 

United 
States 

USS Valley Forge CG 50 1.1.6.50 valley-forge.navy.smil.mil cg50 radio@ 
cic@ 
supply@ 
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United 
States 

USS Vandegrift FFG 48 1.1.8.48 vandegrift.navy.smil.mil ffg48 radio@ 
cic@ 
supply@ 

United 
States 
 

USS Vella Gulf CG 72 1.1.6.72 vella-gulf.navy.smil.mil cg72 radio@ 
cic@ 
supply@ 

United 
States 

USS Vicksburg CG 69 1.1.6.69 vicksburg.navy.smil.mil cg69 radio@ 
cic@ 
supply@ 

United 
States 

USS Vincennes CG 49 1.1.6.49 vincennes.navy.smil.mil cg49 radio@ 
cic@ 
supply@ 

United 
States 

USS Wasp LHD 1 1.1.3.1 wasp.navy.smil.mil lhd1 radio@ 
cic@ 
supply@ 

United 
States 

USS Whidbey Island LSD 41 1.1.11.41 whidbey-island.navy.smil.mil lsd41 radio@ 
cic@ 
supply@ 

United 
States 
(Future) 

USS Winston S Churchill DDG 81 1.1.7.81 churchill.navy.smil.mil ddg81  

United 
States 
(Future) 

USS Yorktown CG 48 1.1.6.48 yorktown.navy.smil.mil cg48  
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Sample Linux kernel release 2.4.2 configuration file ELEMENTS 

The following kernel configuration options are required in addition to standard options to 
build a kernel to support IP-5066. 
CONFIG_X86=y 
CONFIG_EXPERIMENTAL=y 
CONFIG_MODULES=y 
CONFIG_MODVERSIONS=y 
CONFIG_KMOD=y 
CONFIG_NET=y 
CONFIG_PACKET=y 
CONFIG_NETLINK=y 
CONFIG_UNIX=y 
CONFIG_INET=y 
CONFIG_IP_MULTICAST=y 
CONFIG_NET_IPIP=m 
CONFIG_IP_MROUTE=y 
CONFIG_IP_PIMSM_V1=y 
CONFIG_NETDEVICES=y 
CONFIG_TUN=m 
CONFIG_DEVFS_FS=y 
CONFIG_DEVFS_MOUNT=y 
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Sample shell scripts to start hfmcast and set up basic IP routing 

These BASH shell scripts can be used to automate the process of starting the hfmcast 
application and setting up the Linux IP routing. Additionally, if the TCP/IP link between 
the hfmcast application and the local STANAG 5066 communications suite should break, 
the scripts will continually retry the connection. 

ipclient.sh 
#!/bin/bash 
modprobe tun 
rm /dev/net/tun 
ln -s /dev/misc/net/tun /dev/net/tun 
 
while(true); do 
  ./addroute.sh & 
  hfmcast -b -a 10.0.0.1 -m 255.255.255.0 -n stanag-host.local -U 
1.1.2.1 -M 17.0.0.1 -B 17.0.0.255 
  echo Sleeping before reconnecting 
  sleep 30; 
done 
 
sleep 2 
rmmod tun 
echo "IP Client terminated" 

addroute.sh 
#!/bin/sh 
# The IP address of the remote IP-5066 node 
REMOTEIP=10.0.0.2 
 
sleep 5 
 
# Add any network routes via the remote IP Client 
#/sbin/route add -net 192.168.2.0 netmask 255.255.255.0 gw $REMOTEIP 
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ISDN TECHNICAL OPERATING INSTRUCTIONS 

16G01 INTRODUCTION 

This Annex provides procedures and instructions for setting up and operating a point-to-
point 64kbps ISDN subnet within a MTWAN. 

16G02 ACCESSING ISDN 

To access the network, a Network Terminating 1 (NT1) unit is required. The NT1 
performs the interconnection function between the digital telephone exchange and the TA 
as shown in Fig. 16-G-1. This service known as Basic Rate Access permits two 
independent 64 Kbps B-channels (Data Channels) and one 16 Kbps D-channel (Control 
Channel) to be active at any one time. By using the channel aggregation (also known as 
inverse multiplexing or bonding) feature of the Terminal Adaptor (TA), these two B-
channels can be used to provide a single connection from the DTE to the TA capable of 
supporting data transmissions at up to 128kbps. 

 
 
 
 
 
 
 
 
 

 

Figure 16-G-1 – ISDN Basic Rate Access 

TA is a device that adapts non-ISDN equipment such as cryptos, computers and routers 
with their serial interfaces to a standard ISDN interface provided by the NT1. 

Two telephone numbers are allocated to each Basic Rate Access service, one for each 
64kbps B-channel. 

Even though the ISDN is a worldwide network its implementation varies between 
countries. Therefore the procedures for accessing ISDN will be country specific. Those 
applicable to Australia are described in Appendix 1. 
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or up to 128kbps

64kbps 
(not available if channel 
aggregation is used) 

S Interface Cable TA NT1 

DTE/KG 

DTE/KG 



UNCLASSIFIED 
Annex G to Chapter 16 to ACP 200 

16-G-2 
UNCLASSIFIED 

16G03 ISDN SUB-NETS 

ISDN is used to support point-to-point links between routers running the standard 
MTWAN routing protocols OSPF, PIM and BGP4. 

Point-to-Point Protocol (PPP) encapsulation is used to transport IP packets between 
routers’ serial interfaces.  

An example configuration for CISCO routers is given below: 
! 
interface Serial0/0 

  description Serial to NRS San Diego 
  ip address 204.34.62.194 255.255.255.240 
  ip pim sparse-dense-mode 
  encapsulation ppp 
  ip ospf cost 1000 

! 
router ospf 200 

………………… 
  network 204.34.62.192 0.0.0.15 area 0 
………………… 

! 

16G04 COMMUNICATIONS SECURITY 

Communications security will be provided using either KIV-7 or KG-84. The connection 
details between a router and a KIV-7 are given in Appendix 2, and the configuration of 
KIV-7 for ISDN links is given in Appendix 3.  
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Accessing ISDN in Australia 

Many countries, including Australia started implementing ISDN without agreeing on an 
international standard. Telstra, the main supplier of telecommunications services in 
Australia, launched ISDN based on proprietary IDSN standards in 1989, offering 30B+D 
(2Mbps service) and 2B+D (128Kbps service). 

In 1997 Telstra launched a new ISDN based on the popular standards specified by the 
European Telecommunications Standards Institute (ETSI). 

OnRamp, the brand name for Telstra’s  ETSI ISDN services, comes in two sizes: 

Basic rate with 2 digital lines (OnRamp 2), and 

Primary rate with 10, 20 or 30 digital lines. 

OnRamp 2 allows data transmissions over the two independent 64Kbps B-channels or 
one 128Kbps channel. Some ISDN Terminal Adaptors (TA), such as the J1200 by Jtec, 
use a number of bits in the B-channels to support the B-channel aggregation function, 
therefore the number of bits per second available to users in the aggregation mode will be 
less than 128kbits (126kbps for J1200). 

To enable access to the network in Australia, Telstra will supply and install the NT1. 

The Jtec J1200 has two X.21 data ports for connecting to data terminal equipment. The 
connection details between a KIV-7 and a J1200 are given in Appendix 2. 

The J1200 is configured for the following: 

Data Port parameters: 

Parameter Name Parameter Value Display 
Low Layer Compatibility Checking OFF LL0 
Bearer Checking OFF bc0 
Jtec Semi Permanent Connection OFF J0 
Auto Answer ON AA1 
Call Control OFF CC0 
Call on Lead Asserted OFF CL0 
Negotiation Control OFF nE0 
Inband Negotiation OFF Ib0 
Timelink Teleservice NO tL0 
Bit Rate  64 
Type of Operation Synchronous SYN 
Subrate Multiplexing OFF SEP 
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Basic Rate parameters: 

Parameter Name Parameter Value Display 
ISDN Protocol Select ETSI 

(European Telecommunications 
Standards Institute) 

Pr5 
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SUBNET RELAY 

16H01 INTRODUCTION 
SubNet Relay (SNR) provides a solution for achieving tactical IP networking at sea using 
conventional LOS/ELOS radio circuits. SNR is seen as a viable solution to provide 
network connectivity within a MTWAN, avoiding the need for over reliance on 
SATCOM, and providing communications redundancy.  A relay capability is essential to 
provide effective ship-ship information transfer, and SNR fulfils the requirement to allow 
subnets to be formed when network connectivity between all Task Group members is not 
complete. 

16H02 AIM 
The aim of this document is to provide a Concept of Operations for Subnet Relaying, in 
support of a MNTG.  This document defines the user requirements, operational concept, 
capabilities and technical limitations and initial assumptions for a MTWAN SNR 
network. 

16H03 USER REQUIREMENT 

a. Satellite communications are not seen as a feasible all-encompassing 
solution for operational network communications between Ships at sea, as not 
all platforms are SATCOM fitted and access is limited and expensive.  In 
addition, there are vulnerability and survivability issues that necessitate a 
requirement for a backup or alternative to SATCOM. 

b. Maximising the use of all available bearers within the task group provides 
a feasible alternative to SATCOM, in forming a communications backbone for 
the MTWAN.  UHF LOS and HF ELOS are obvious and relatively available 
bearers, with VHF LOS and HF BLOS providing viable additions.  The 
operational networking communications concept is shown at Figure 16-H-1. 
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Figure 16-H-1: - Operational Networking Communications Concept 

16H04 OPERATIONAL CONCEPT 

a. SNR is most easily explained by scenario diagrams; such as those at 
Figures 16-H-2 and 16-H-3, that demonstrate two scenarios in which ships are 
not all in LOS.   Figure 16-H-2 illustrates a Task Force comprising two groups 
of ships, such that the ships of each group are within radio LOS.  However, 
only one ship (centre) is in radio LOS of all ships in both groups.  In this 
scenario, the centre ship would have to relay all network traffic between both 
groups in the Task Group by means of subnets. 
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Figure 16-H-2: - Subnet Relay Scenario A 

b. Figure 16-H-3 illustrates a slightly different scenario.  Individual ships in a 
line are separated from the main group and are within radio LOS of the ships 
on either beam only.  In this situation Ship C would have to relay traffic 
to/from D; B would relay to/from [C plus D]; and A would relay to/from the 
main group and [B plus C plus D].  This requires dynamic allocation of the 
transmit “window” assigned for each Ship (assuming SNR is established using 
a TDM approach); with this controlled by some sort of “subnet manager” (one 
designated platform or a [semi] distributed management approach).  The 
scenario in Figure 16-H-3 illustrates a three-hop subnet relay situation. 

 
Figure 16-H-3: - Subnet Relay Scenario B 

16H05 CAPABILITIES 
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a. A MTWAN SNR network is limited to 16 users (platforms), with the 
maximum number of relays being 4 (allowing 5 hops, which will cover approx 
150nm in a straight line assuming 30nm LOS distance).  

b. The SNR will employ an automatic re-configure topology.  The SNR will 
re-configure within 2-3 minutes when a link or many links are lost.  I.e. self-
organising network; 

c. The SNR is designed for medium bandwidth applications (DCP, text 
based web, FTP, email with attachments, COP dissemination) and demands 
efficient use of limited spectrum; 

d. Encryption will initially be performed at the Link Layer.  Link encryption 
will be to SECRET level. 

e. Achieve raw data rate of 2.4kbps to 19.2kbps using HF ELOS and high-
speed HF modems.  In future higher data rates could be achieved using new 
waveforms (and possibly ISB radio); 

f. Achieve raw data rate of 16kbps to 64kbps using UHF LOS.  In future 
higher than 64kbps raw data rate could be achieved if 70MHz IF is �tilized 
(i.e. replace voice band radio). 

g. Provide capability to manually initiate and terminate relays (used in an 
EMCON environment). 

16H06 TECHNICAL LIMITATIONS AND INITIAL ASSUMPTIONS 

a. There are a limited number of radios available onboard sea-going units, 
therefore subnets will probably be limited to a single radio/frequency.  This is 
especially true during the initial introduction of such a system.  However, once 
the system matures and starts to support traffic streams incorporated in other 
circuits that currently use dedicated radios, these additional radios may become 
available for use in SNR.   

b. Sharing one radio channel between multiple links is a design issue.  The 
progression to spread spectrum maritime radio technologies sometime in the 
future should support SNR functionality better than existing traditional 
narrowband Naval radios. 

c. Stove piped systems offer the highest efficiency over a channel since they 
can generally use almost the whole of a channel for data transfer1.  Network 
solutions are more flexible, but this is at the cost of higher overheads.  New 

                                                 
1  A dedicated stove piped radio channel does not require transport or communications protocol 

overhead information, nor multiple layers of tack on address information. 
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network systems and transport protocols must be able to compete favourably 
with stovepipe system efficiencies.   

d. It should also be �ecognized that user expectations gained from exposure 
to computer networks ashore (including the Internet) are important.  Users are 
now used to error-free transfers (at the application level) and do not necessarily 
appreciate the complexity in systems that achieve this error correction.  In 
addition, user expectations are coloured by commercial wired system 
throughputs, which will be difficult if not impossible to achieve between Ships 
using HF and UHF bearer bandwidths.   

e. All nodes (platforms) are mobile, therefore full direct radio connectivity 
(peer-peer) is often unobtainable. 

f. A reliable multicast capability is provided. 

g. A subnet will be made up of bearers of a single nature (e.g. all HF BLOS, 
all UHF LOS etc). 
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